


Core Level
Spectroscopy

of Solids

9071_C000.indd   i9071_C000.indd   i 1/28/2008   3:26:23 PM1/28/2008   3:26:23 PM



Advances in Condensed Matter Science
Edited by D.D. Sarma, G. Kotliar and Y. Tokura

Volume 1
Strong Coulomb Correlations in Electronic Structure Calculations:
Beyond the Local Density Approximation
Edited by Vladimir I. Anisimov

Volume 2
Colossal Magnetoresistive Oxides
Edited by Yoshinori Tokura

Volume 3
Spin Dependent Transport in Magnetic Nanostructures
Edited by Sadamichi Maekawa and Teruya Shinjo

Volume 4
Electronic Structure of Alloys, Surfaces and Clusters
Edited by Abhijit Mookerjee and D.D. Sarma

Volume 5
Advances in Amorphous Semiconductors
Jai Singh and Koichi Shimakawa

Volume 6
Core Level Spectroscopy Solids
Frank de Groot and Akio Kotani

9071_C000.indd   ii9071_C000.indd   ii 1/28/2008   3:26:24 PM1/28/2008   3:26:24 PM



Core Level
Spectroscopy

of Solids
Frank de Groot

Akio Kotani

CRC Press is an imprint of the
Taylor & Francis Group, an informa business

Boca Raton   London   New York

9071_C000.indd   iii9071_C000.indd   iii 1/28/2008   3:26:24 PM1/28/2008   3:26:24 PM



CRC Press
Taylor & Francis Group
6000 Broken Sound Parkway NW, Suite 300
Boca Raton, FL 33487-2742

© 2008 by Taylor & Francis Group, LLC 
CRC Press is an imprint of Taylor & Francis Group, an Informa business

No claim to original U.S. Government works
Printed in the United States of America on acid-free paper
10 9 8 7 6 5 4 3 2 1

International Standard Book Number-13: 978-0-8493-9071-5 (Hardcover)

This book contains information obtained from authentic and highly regarded sources. Reprinted 
material is quoted with permission, and sources are indicated. A wide variety of references are 
listed. Reasonable efforts have been made to publish reliable data and information, but the author 
and the publisher cannot assume responsibility for the validity of all materials or for the conse-
quences of their use. 

No part of this book may be reprinted, reproduced, transmitted, or utilized in any form by any 
electronic, mechanical, or other means, now known or hereafter invented, including photocopying, 
microfilming, and recording, or in any information storage or retrieval system, without written 
permission from the publishers.

For permission to photocopy or use material electronically from this work, please access www.
copyright.com (http://www.copyright.com/) or contact the Copyright Clearance Center, Inc. (CCC) 
222 Rosewood Drive, Danvers, MA 01923, 978-750-8400. CCC is a not-for-profit organization that 
provides licenses and registration for a variety of users. For organizations that have been granted a 
photocopy license by the CCC, a separate system of payment has been arranged.

Trademark Notice: Product or corporate names may be trademarks or registered trademarks, and 
are used only for identification and explanation without intent to infringe.

Library of Congress Cataloging-in-Publication Data

Groot, Frank de, 1964-
Core level spectroscopy of solids / Frank de Groot and Akio Kotani.

p. cm. -- (Advances in condensed matter science ; v. 6)
Includes bibliographical references and index.
ISBN 978-0-8493-9071-5 (alk. paper)
1. Solids--Spectra. 2. Spectrum analysis. 3. Electron spectroscopy. 4. 

Energy-band theory of solids. I. Kotani, A. (Akio), 1941- II. Title. III. Series.

QC176.8.O6G76 2008
530.4’16--dc22 2007029414

Visit the Taylor & Francis Web site at
http://www.taylorandfrancis.com

and the CRC Press Web site at
http://www.crcpress.com

9071_C000.indd   iv9071_C000.indd   iv 1/28/2008   3:26:24 PM1/28/2008   3:26:24 PM



This book is dedicated to our partners 
Hedwig te Molder and Machiko.

9071_C000.indd   v9071_C000.indd   v 1/28/2008   3:26:25 PM1/28/2008   3:26:25 PM



9071_C000.indd   vi9071_C000.indd   vi 1/28/2008   3:26:25 PM1/28/2008   3:26:25 PM



vii

Contents

Preface  .................................................................................................................  xv

Acknowledgments  ............................................................................................ xvii

Authors  ............................................................................................................... xix

Chapter 1 Introduction ........................................................................................  1

Chapter 2 Fundamental Aspects of Core Level Spectroscopies  .....................  11

2.1 Core Holes  ...................................................................................................  11

2.1.1 Creation of Core Holes  ....................................................................  11

2.1.2 Decay of Core Holes  ........................................................................  12

2.2 Overview of Core Level Spectroscopies  .....................................................  14

2.2.1 Core Hole Spin–Orbit Splitting  .......................................................  14

2.2.2 Core Hole Excitation Spectroscopies  ..............................................  15

2.2.3 Core Hole Decay Spectroscopies  ....................................................  18

2.2.4 Resonant Photoelectron Processes  ..................................................  19

2.2.5 Resonant X-Ray Emission Channels  ...............................................  22

2.2.6 Overview of the RXES and NXES Transitions  ..............................  23

2.3 Interaction of X-Rays with Matter  ..............................................................  25

2.3.1 Electromagnetic Field  ......................................................................  26

2.3.2 Transition to Quantum Mechanics  ..................................................  26

2.3.3 Interaction Hamiltonian  ..................................................................  27

2.3.4 Golden Rule  .....................................................................................  27

2.4 Optical Transition Operators and X-Ray Absorption Spectra  ....................  28

2.4.1 Electric Dipole Transitions  ..............................................................  29

2.4.2 Electric Quadrupole Transitions ......................................................  29

2.4.3 Dipole Selection Rules  ....................................................................  29

2.4.4 Transition Probabilities, Cross Sections, and Oscillator Strengths  .....  30

2.4.5 Cross Section, Penetration Depth, and Excitation Frequency ........... 31

2.4.6 X-Ray Attenuation Lengths  .............................................................  32

2.5 Interaction of Electrons with Matter  ...........................................................  32

2.6 X-Ray Sources  .............................................................................................  34

2.6.1 Synchrotron Radiation Sources  .......................................................  34

2.6.2 X-Ray Beamlines and Monochromators  .........................................  35

2.6.3 Other X-Ray Sources  .......................................................................  36

2.7 Electron Sources  .........................................................................................  37

9071_C000.indd   vii9071_C000.indd   vii 1/28/2008   3:26:25 PM1/28/2008   3:26:25 PM



viii

Chapter 3 Many-Body Charge-Transfer Effects in XPS and XAS ...................  39

3.1 Introduction  .................................................................................................  39

3.2 Many-Body Charge-Transfer Effects in XPS  .............................................  40

3.2.1 Basic Description of the XPS Process .............................................  40

3.3 General Expressions of Many-Body Effects  ...............................................  42

3.3.1 General Description .........................................................................  42

3.3.2 Generating Function and Dielectric Response  ................................  44

3.3.3 XPS Spectrum and Its Limiting Forms  ...........................................  45

3.3.3.1 Slow Modulation Limit  .....................................................  47

3.3.3.2 Rapid Modulation Limit  ...................................................  47

3.4 General Effects in XPS Spectra  ..................................................................  47

3.4.1 Screening by Free-Electron-Like Conduction Electrons  ................  47

3.4.2 Screening by Lattice Relaxation Effects  .........................................  49

3.4.3 Shake-Up Satellites  .........................................................................  50

3.4.4 Lifetime Effects  ...............................................................................  50

3.4.4.1 Auger Transition  ...............................................................  50

3.4.4.2 Radiative Transition  ..........................................................  51

3.5 Typical Examples of XPS Spectra  ..............................................................  52

3.5.1 Simple Metals  ..................................................................................  52

3.5.2 La Metal  ..........................................................................................  56

3.5.2.1 Final State of Type (A)  ......................................................  59

3.5.2.2 Final State of Type (B)  ......................................................  60

3.5.3 Mixed Valence State in Ce Intermetallic Compounds  ....................  62

3.5.4 Insulating Mixed Valence Ce Compounds  ......................................  67

3.5.5 Transition Metal Compounds  ..........................................................  71

3.5.5.1 Model  ................................................................................  71

3.5.5.2 Simplifi ed Analysis  ...........................................................  72

3.5.5.3 Case A: Δf > 0 (Δ > Udc)  ...................................................  74

3.5.5.4 Case B: Δf ≤ 0 (Δ ≤ Udc)  ....................................................  74

3.6 Many-Body Charge-Transfer Effects in XAS  .............................................  76

3.6.1 General Expressions of Many-Body Effects  ...................................  76

3.6.2 XAS in Simple Metals  .....................................................................  76

3.6.3 XAS in La Metal  .............................................................................  78

3.6.3.1 Case A: εf < εF  ...................................................................  79

3.6.3.2 Case B: εf > εF  ...................................................................  80

3.6.4 Ce 3d XAS of Mixed Valence Ce Compounds  ...............................  81

3.6.5 Ce L3 XAS  .......................................................................................  83

3.6.6 XAS in Transition Metal Compounds  .............................................  87

3.7 Comparison of XPS and XAS  ....................................................................  89

Chapter 4 Charge Transfer Multiplet Theory  .................................................  93

4.1 Introduction  .................................................................................................  93

4.2 Atomic Multiplet Theory  ............................................................................  95

4.2.1 Term Symbols  ..................................................................................  96

4.2.2 Some Simple Coupling Schemes  .....................................................  98

9071_C000.indd   viii9071_C000.indd   viii 1/28/2008   3:26:25 PM1/28/2008   3:26:25 PM



ix

4.2.3 Term Symbols of d-Electrons  ........................................................  101

4.2.4 Matrix Elements  ............................................................................  105

4.2.5 Energy Levels of Two d-Electrons  ................................................  107

4.2.6 More Than Two Electrons  .............................................................  108

4.2.7 Matrix Elements of the 2p3 Confi guration  ....................................  109

4.2.8 Hund’s Rules  ..................................................................................  110

4.2.9 Final State Effects of Atomic Multiplets  .......................................  111

4.3 Ligand Field Multiplet Theory  ..................................................................  115

4.3.1 Ligand Field Multiplet Hamiltonian  ..............................................  116

4.3.2 Cubic Crystal Fields  ......................................................................  117

4.3.3 Defi nitions of the Crystal Field Parameters  ..................................  119

4.3.4 Energies of the 3dn Confi gurations  ................................................  120

4.3.5 Symmetry Effects in D4h Symmetry  .............................................  124

4.3.6 Effect of the 3d Spin–Orbit Coupling  ...........................................  125

4.3.7  Consequences of Reduced Symmetry  ...........................................  126

4.3.8 3d0 Systems in Octahedral Symmetry  ..........................................  126

4.3.9 Ab Initio LFM Calculations  ..........................................................  132

4.4 Charge Transfer Multiplet Theory  ............................................................  133

4.4.1 Initial State Effects  ........................................................................  134

4.4.2 Final State Effects  .........................................................................  137

4.4.3 XAS Spectrum with Charge-Transfer Effects  ...............................  138

4.4.4 Small Charge-Transfer Satellites in 2p XAS  .................................  140

4.4.5 Large Charge-Transfer Satellites in 2p XPS  .................................  141

4.4.5.1 3d0 Compounds  ...............................................................  142

4.4.5.2 3d8 Compounds  ...............................................................  143

Chapter 5 X-Ray Photoemission Spectroscopy ..............................................  145

5.1 Introduction  ...............................................................................................  145

5.2 Experimental Aspects  ...............................................................................  146

5.3 XPS of TM Compounds  ............................................................................  146

5.3.1 2p XPS  ...........................................................................................  146

5.3.2 Zaanen–Sawatzky–Allen Diagram  ...............................................  152

5.3.3 2p XPS in Early TM Systems ........................................................  154

5.3.4 Effect of Multiplet Coupling on Δ and Udd  ....................................  158

5.3.5 3s XPS  ...........................................................................................  160

5.3.6 3p XPS  ...........................................................................................  164

5.4 XPS of RE Compounds  ............................................................................  165

5.4.1 Simplifi ed Analysis for RE Oxides  ...............................................  165

5.4.2 Application of Charge-Transfer Multiplet Theory  ........................  169

5.5 Resonant Photoemission Spectroscopy  .....................................................  176

5.5.1 Fundamental Aspects of RPES  .....................................................  177

5.5.2 RPES in Ni Metal and TM Compounds  ........................................  180

5.5.2.1 3p RPES in Ni Metal  ......................................................  180

5.5.2.2 2p RPES in TM Compounds ............................................  182

5.5.2.3 3p RPES in NiO ................................................................  185

9071_C000.indd   ix9071_C000.indd   ix 1/28/2008   3:26:25 PM1/28/2008   3:26:25 PM



x

5.5.3 3d and 4d RPES of Ce Compounds  ..............................................  185

5.5.4 Resonant XPS  ................................................................................  187

5.5.5 Resonant Auger Electron Spectroscopy  ........................................  188

5.5.6 Reducing the Lifetime Broadening in XAS  ..................................  191

5.5.7 EQ and ED Excitations in the Pre-Edge of Ti 1s XAS of TiO2  ....  191

 5.6 Hard X-Ray Photoemission Spectroscopy  ................................................  197

5.6.1 2p HAXPS of Cuprates  .................................................................  197

5.6.2 2p HAXPS of V2O3 and La1–xSrxMnO3  .........................................  198

5.6.3 Ce Compounds: Surface/Bulk Sensitivity   ....................................  199

5.6.4 Resonant HAXPS of Ce Compounds  ............................................  202

 5.7 Resonant Inverse Photoemission Spectroscopy  ........................................  205

 5.8 Nonlocal Screening Effect in XPS  ...........................................................  212

 5.9 Auger Photoemission Coincidence Spectroscopy  .....................................  218

5.10 Spin-Polarization and Magnetic Dichroism in XPS  .................................  221

5.10.1 Spin-Polarized Photoemission  .......................................................  221

5.10.2 Spin-Polarized Circular Dichroic Resonant Photoemission  .........  221

Chapter 6 X-Ray Absorption Spectroscopy ....................................................  225

6.1 Basics of X-Ray Absorption Spectroscopy  ...............................................  225

6.1.1 Metal L2,3 Edges  ............................................................................  228

6.2 Experimental Aspects  ...............................................................................  228

6.2.1 Transmission Detection  .................................................................  229

6.2.2 Energy Dispersive X-Ray Absorption  ...........................................  229

6.2.3 Fluorescence Yield  ........................................................................  229

6.2.4 Self-Absorption Effects in Fluorescence Yield Detection  ............  230

6.2.5  Nonlinear Decay Ratios and Distortions in Fluorescence 

Yield Spectra  ..................................................................................  230

6.2.6 Partial Fluorescence Yield  ............................................................  230

6.2.7 Electron Yield  ................................................................................  231

6.2.8 Partial Electron Yield  ....................................................................  231

6.2.9 Ion Yield  ........................................................................................  232

6.2.10 Detection of an EELS Spectrum  ...................................................  232

6.2.11 Low-Energy EELS Experiments  ...................................................  233

6.2.12 Space: X-Ray Spectromicroscopy and TEM-EELS  ......................  233

6.2.13 Time-Resolved X-Ray Absorption  ................................................  234

6.2.14 Extreme Conditions  .......................................................................  235

6.3 L2,3 Edges of 3d TM Systems  ....................................................................  235

6.3.1 3d0 Systems  ....................................................................................  236

6.3.2 3d1 Systems  ....................................................................................  237

6.3.2.1 VO2 and LaTiO3  ..............................................................  237

6.3.3 3d2 Systems  ....................................................................................  237

6.3.4 3d3 Systems  ....................................................................................  238

6.3.5 3d4 Systems  ....................................................................................  239

6.3.5.1 LaMnO3  .......................................................................... 240

6.3.5.2 Mixed Spin Ground State in LiMnO2  ............................. 240

9071_C000.indd   x9071_C000.indd   x 1/28/2008   3:26:26 PM1/28/2008   3:26:26 PM



xi

6.3.6 3d5 Systems  ....................................................................................  241

6.3.6.1 MnO  ................................................................................  241

6.3.6.2 Fe2O3  ...............................................................................  242

6.3.6.3 Fe3+(tacn)2  ........................................................................  243

6.3.6.4 Fe3+(CN)6  ........................................................................  243

6.3.6.5 Intermediate Spin State of SrCoO3  ................................. 244

6.3.7 3d6 Systems  ....................................................................................  245

6.3.7.1 Effect of 3d Spin–Orbit Coupling in Fe2SiO4  ................. 246

6.3.7.2 Co3+ Oxides  .....................................................................  247

6.3.8 3d7 Systems  ....................................................................................  248

6.3.8.1 Effects of 3d Spin–Orbit Coupling on the 

Ground State of Co2+  .......................................................  248
6.3.8.2 Mixed Spin Ground State in PrNiO3  ..............................  249

6.3.9 3d8 Systems  ....................................................................................  251

6.3.9.1 NiO  ..................................................................................  251

6.3.9.2 High-Spin and Low-Spin Ni2+ and Cu3+ Systems  ...........  251

6.3.10 3d9 Systems  ....................................................................................  253

6.4 Other X-Ray Absorption Spectra of the 3d TM Systems  .........................  254

6.4.1 TM M2,3 Edges  ..............................................................................  254

6.4.2 TM M1 Edges  .................................................................................  255

6.4.3 TM K Edges  ..................................................................................  255

6.4.4 Ligand K Edges  .............................................................................  260

6.4.4.1 Oxygen K Edges of High Tc Copper Oxides  ...................  264

6.4.5 Soft X-Ray K Edges by X-Ray Raman Spectroscopy  ...................  264

6.4.5.1 Modifying the Selection Rules  .......................................  265

6.5 X-Ray Absorption Spectra of the 4d and 5d TM Systems  ........................  265

6.5.1 L2,3 Edges of 4d TM Systems  ........................................................  266

6.5.2 Picosecond Time-Resolved 2p XAS Spectra of [Ru(bpy)3]
2+  ........... 268

6.5.3 Higher Valent Ruthenium Compounds  .........................................  269

6.5.4 Pd L Edges and the Number of 4d Holes in Pd Metal ...................  270

6.5.5 X-Ray Absorption Spectra of the 5d Transition Metals  ................  271

6.6 X-Ray Absorption Spectra of the 4f RE and 5f Actinide Systems  ...........  272

6.6.1 M4,5 Edges of Rare Earths  .............................................................  273

6.6.1.1 M4,5 Edge of Tm  ..............................................................  274

6.6.1.2 M4,5 Edge of La3+  ............................................................  277
6.6.1.3 M4,5 Edge of CeO2  ...........................................................  278

6.6.2 N4,5 Edges of Rare Earths  ..............................................................  278

6.6.3 L2,3 Edges of Rare Earths  ..............................................................  281

6.6.4 O4,5 Edges of Actinides ..................................................................  282

6.6.5 M4,5 Edges of Actinides  .................................................................  282

Chapter 7 X-Ray Magnetic Circular Dichroism .............................................  287

7.1 Introduction  ...............................................................................................  287

7.2  XMCD Effects in the L2,3 Edges of TM Ions and Compounds  ................  288

7.2.1 Atomic Single Electron Model  ......................................................  288

7.2.2 XMCD Effects in Ni2+  ...................................................................  293

9071_C000.indd   xi9071_C000.indd   xi 1/28/2008   3:26:26 PM1/28/2008   3:26:26 PM



xii

7.2.3 XMCD of CrO2  ..............................................................................  297

7.2.4 Magnetic X-Ray Linear Dichroism  ...............................................  297

7.2.5 Orientation Dependence of XMCD and XMLD Effects  ..............  298

7.2.6 XMLD for Doped LaMnO3 Systems .............................................  299

7.3 Sum Rules  .................................................................................................  299

7.3.1 Sum Rules for Orbital and Spin Moments  ....................................  299

7.3.2 Application of the Sum Rules to Fe and Co Metals  ......................  302

7.3.3 Application of the Sum Rules to Au/Co-Nanocluster/

Au Systems  ........................................................................................  304

7.3.4 Limitations of the Sum Rules  ........................................................  308

7.3.5 Theoretical Simulations of the Spin Sum Rule  .............................  309

7.4 XMCD Effects in the K Edges of Transition Metals  ................................  310

7.4.1 X-Ray Natural Circular Dichroism and X-Ray Optical Activity  ....  311

7.5 XMCD Effects in the M Edges of Rare Earths  ........................................  312

7.5.1 XMCD and XMLD Effects from Atomic Multiplets  ....................  312

7.5.2 Temperature Effects on the XMCD and XMLD  ..........................  314

7.6 XMCD Effects in the L Edges of Rare Earth Systems  .............................  314

7.6.1 Effects of 4f5d Exchange Interaction  ............................................  315

7.6.2 Contribution of Electric Quadrupole Transition  ...........................  319

7.6.3 Effect of Hybridization between RE 5d and TM 3d States  ...........  319

7.6.4 XMCD at L Edges of R2Fe14B (R = La–Lu)  ..................................  320

7.6.5 Mixed Valence Compound CeFe2  .................................................  324

7.6.6 Multielectron Excitations  ..............................................................  328

7.7 Applications of XMCD  .............................................................................  329

7.7.1 Magnetic Oxides  ............................................................................  329

7.7.2 Thin Magnetic (Multi)layers, Interface, and 

Surface Effects  ..............................................................................  330

7.7.3 Impurities, Adsorbates, and Metal Chains  ....................................  332

7.7.4 Magnetic Nanoparticles and Catalyst Materials  ...........................  333

7.7.5 Molecular Magnets  ........................................................................  333

7.7.6 Metal Centers in Proteins  ..............................................................  334

Chapter 8 Resonant X-Ray Emission Spectroscopy .......................................  335

8.1 Introduction  ...............................................................................................  335

8.1.1 Experimental Aspects of XES (RXES and NXES)  ......................  337

8.1.1.1 Detectors for Soft X-Ray XES  ........................................  338

8.1.1.2 Detectors for Hard X-Ray XES  ......................................  338

8.1.1.3 X-Ray Raman Allows Soft X-Ray XAS under 

Extreme Conditions  ........................................................  338

8.1.2 Basic Description and Some Theoretical Aspects  ........................  338

8.2 Rare Earth Compounds  .............................................................................  343

8.2.1 Effect of Intra-Atomic Multiplet Coupling ....................................  343

8.2.2 Effect of Interatomic Hybridization in CeO2 and PrO2  .................  348

8.2.3 Metallic Ce Compounds with Mixed-Valence Character  .............  351

8.2.4 Kondo Resonance in Yb Compounds  ...........................................  354

9071_C000.indd   xii9071_C000.indd   xii 1/28/2008   3:26:26 PM1/28/2008   3:26:26 PM



xiii

8.2.5 Dy 2p3d RXES Detection of the 2p4f EQ Excitation  ...................  357

8.2.6 EQ Excitations in Light Rare Earth Elements  ..............................  360

8.3 High Tc Cuprates and Related Materials  ...................................................  363

8.3.1 Cu 2p3d RXES  ..............................................................................  363

8.3.2 Cu 1s4p RXES  ..............................................................................  367

8.3.3 Cu 1s2p RXES  ...............................................................................  373

8.3.4 O 1s2p RXES  ................................................................................  377

8.4 Nickel and Cobalt Compounds  .................................................................  380

8.4.1 Ni 2p3d RXES in NiO: Charge Transfer Excitations  ....................  380

8.4.2 Ni 2p3d RXES in NiO: dd Excitations  ..........................................  384

8.4.3 Ni 2p3d RXES in NiO: Spin-Flip Excitations  ...............................  386

8.4.4 Ni 1s4p RXES of NiO: Pressure Dependence ...............................  387

8.4.5 Co 2p3d RXES in CoO and Other Co Compounds  ......................  389

8.4.6 Co 1s2p RXES of CoO: Effect of Resolution  ...............................  389

8.4.7 Co 1s2p RXES: Nonlocal Dipole Transitions  ...............................  391

8.5 Iron and Manganese Compounds  .............................................................  393

8.5.1 Fe 1s2p RXES of Iron Oxides: 2D RXES Images  ........................  393

8.5.2 HERFD-XAS of Iron Oxides  ........................................................  395

8.5.3 Fe 2p XAS Spectra Measured at the Fe K Edge  ...........................  397

8.5.4 Valence Selective XAS  ..................................................................  397

8.5.5 Mn 2p3d RXES of MnO  ...............................................................  399

8.5.6 Mn 2p3d RXES: Interplay of dd and Charge 

Transfer Excitations  .......................................................................  402

8.5.7 Mn 1s4p RXES of LaMnO3  ..........................................................  405

8.5.8 Mn and Ni 1s3p XES: Chemical Sensitivity  ................................. 406

8.5.9 Mn 1s3p XES: K Capture Versus X-Ray Ionization  .....................  408

8.5.9.1 Atomic Multiplet Calculation  .........................................  409

8.5.9.2 LFM Calculation  .............................................................  410

8.5.9.3 Charge Transfer Multiplet Calculation  ...........................  410

8.5.9.4 Coherent Calculation of Mn 1s3p NXES Spectra  ..........  411

8.6 Early Transition Metal Compounds  ..........................................................  412

8.6.1 Ca 2p3s RXES in CaF2  .................................................................  413

8.6.2 Ti 2p3d RXES of TiO2: Polarization Dependence  ........................  415

8.6.3 Sc 2p3d RXES of the ScF3, ScCl3, and ScBr3  ...............................  420

8.6.4 TM 2p3d RXES of dn (n = 1, 2, 3) Systems  ..................................  420

8.6.5 V 2p3d RXES of Vanadium Oxides  ..............................................  423

8.7 Electron Spin States Detected by RXES and NXES  ................................  423

8.7.1 Local Spin-Selective Excitation Spectra  .......................................  423

8.7.2 Spin-Dependent TM 1s3p NXES Spectra  .....................................  425

8.7.3 TM 1s3p NXES and Spin-Transitions  ...........................................  426

8.7.4 Local-Spin Selective XAS and XMCD  .........................................  429

8.8 MCD in RXES of Ferromagnetic Systems  ...............................................  429

8.8.1 Longitudinal and Transverse Geometries in MCD-RXES  ...........  429

8.8.2 MCD-RXES in LG of CeFe2  .........................................................  433

8.8.3 Experiments and Theory of MCD-RXES in TG  ..........................  435

9071_C000.indd   xiii9071_C000.indd   xiii 1/28/2008   3:26:27 PM1/28/2008   3:26:27 PM



xiv

Appendix A Precise Derivation of XPS Formula  ..........................................  439

Appendix B Derivation of Equation 3.88 in Chapter 3  ..................................  443

Appendix C Fundamental Tensor Theory  .....................................................  447

Appendix D Derivation of the Orbital Moment Sum Rule  ............................  451

Appendix E Theoretical Test of the Spin Sum Rule  ......................................  453

Appendix F  Calculations of XAS Spectra with Single Electron 

Excitation Models  ......................................................................  457

References  .........................................................................................................  463

Index  ..................................................................................................................  483

9071_C000.indd   xiv9071_C000.indd   xiv 1/28/2008   3:26:27 PM1/28/2008   3:26:27 PM



xv

Preface

Core level spectroscopy is a powerful tool for the study of electronic states in  solids 

where the precise information of valence electron states can be detected through 

excitation of core electrons with a local and sensitive probe. Traditionally, the study 

of the electronic and optical properties of solids was performed with  photons in the 

visible and infrared region of the spectrum. Since the development of second gener-

ation synchrotron radiation sources in the 1970s, the use of x-rays has expanded 

widely. The most characteristic feature of an x-ray is that it excites a core electron; 

in other words, x-ray spectroscopy has opened a new door on core level spectros-

copy. A direct implication is that the information on core level spectroscopy 

is local and element specifi c. The experimental study of core level spectroscopy 

has made remarkable progress using high-brilliance third-generation  synchrotron 

radiation sources. In order to interpret new experimental data, theoretical study of 

core level spectroscopy has made continuous progress over the last 30 years and has 

made a major contribution to the physical understanding of spectroscopy.

This book examines fundamental and theoretical aspects of core level spectros-

copy including x-ray photoemission spectroscopy, x-ray absorption spectroscopy, 

and resonant x-ray emission spectroscopy. With an emphasis on interpreting core 

level spectroscopy for transition metal and rare earth systems from a model based on 

charge transfer multiplet theory, this book presents typical experimental results and 

discusses various theoretical approaches such as atomic multiplet theory, ligand fi eld 

theory, and charge transfer multiplet theory, making it an ideal reference for the 

research community.

The two authors, Frank de Groot and Akio Kotani, have been studying core level 

spectroscopy of solids for many years. Since the end of the 1980s, Frank de Groot 

has been involved in both experimental and theoretical studies on a wide range of 

materials. Akio Kotani has contributed to the theoretical development of this fi eld 

continuously since his pioneering work in the 1970s. This book concentrates on the 

charge transfer multiplet theory for f and d electron systems. A wide range of other 

theoretical approaches are also touched upon briefl y. All chapters were written jointly, 

although Chapters 2, 4, and 6 were mainly written by Frank de Groot and Chapters 3, 

5, and 8 by Akio Kotani. It is the authors’ hope that this book is useful for all researchers 

involved in x-ray and electron spectroscopy. This includes the users of x-ray spec-

troscopy and microscopy beamlines, plus all students and researchers interested in 

the study of core level spectroscopy.

Frank de Groot
Akio Kotani
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 1 Introduction

When atoms condense into solids, the electronic states of outer electrons, the valence 

electron states (VES), are strongly affected depending on the atomic species and their 

arrangement in solids. The properties of solids are determined by the characteristic 

features of VES. The VES contain the partially fi lled conduction band states in 

metals and the fi lled valence and empty conduction band states in insulators, includ-

ing the 4f electron states of rare earth (RE) elements and the 3d electron states of 

transition metal (TM) elements. Therefore, the study of VES is the main object of solid 

state physics. On the other hand, inner electrons (core electrons) of atoms are deeply 

bound inside the atoms and are almost unchanged even when atoms condense into 

solids. Core level spectroscopy is a powerful tool to study VES, where a core electron 

is excited by incident x-rays (or an incident electron beam) and the VES are detected 

with the core electron state (or core hole state) as a probe.

Let us consider a TM compound MnO as an example. The electron energy 

 levels of Mn and O atoms are shown in Figure 1.1. An Mn atom has 3d, 4s, and 4p 

electrons (seven electrons, where the 4s and 4p levels are shown as continuum in 

Figure 1.1) as valence electrons and 1s, 2s, 2p, 3s, and 3p electrons (18 electrons) as 

core electrons. The O atom has four 2p valence electrons and 1s and 2s (4 electrons) 

as core electrons. If we regard MnO as a pure ionic solid, the Mn 4s and 4p elec-

trons are transferred to the O 2p states to form the Mn2+ ion (with fi ve 3d electrons) 

and the O2− ion (with six 2p electrons), and MnO is stabilized by the ionic force 

between Mn2+ and the O2−. Actually, there is a considerable covalency character in 

valence electrons in MnO, so that the Mn 3d and O 2p states are hybridized with 

each other. The 18 core electrons in Mn and 4 core electrons in O are almost the 

same as those in free atoms, so that their features are described by atomic physics. 

The solid state properties of MnO, that is, electric, magnetic, thermal, and other 

properties, are determined by VES (i.e. the degrees of the ionicity and covalency, 

the electron correlation, the existence of the energy gap, and so on). In core level 

spectroscopy, one of the 18 + 4 core electrons is excited by incident x-rays and the 

electronic states of Mn 3d and O 2p electrons are studied by taking advantage of the 

well-known character of the core electron states.

In order to excite core electrons, we need the incident photons with energies 

larger than the core level binding energies (up to about 30 keV), which belong mainly 

to the x-ray region: soft x-rays up to 2 keV and hard x-rays at higher energies. Until 

synchrotrons were utilized as the main photon sources, the study of core level spec-

troscopy was a long way behind the study of outer electron spectroscopy mainly 

using the visible and infrared photon-energy region. Recently, the development of 

core level spectroscopy has been remarkable, especially with high-brilliance third-

generation synchrotron radiation sources.
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2 Core Level Spectroscopy of Solids

There are various kinds of core level spectroscopy; three of the most important 

are x-ray photoemission spectroscopy (XPS), x-ray absorption spectroscopy (XAS), 

and x-ray emission spectroscopy (XES). In Figure 1.2, these spectroscopic pro-

cesses are shown schematically for a simple case, as an example, where the VES 

consist of a fi lled valence band and an empty conduction band. In the case of XPS, 

a core electron is excited by the incident x-ray to the high-energy continuum states 

and detected as a photoelectron. In XAS, on the other hand, a core electron is 

excited near to the excitation threshold, which corresponds to the conduction band 
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FIGURE 1.1 Energies of the core levels and VES of Mn and O in MnO.
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Introduction 3

in this example. XPS and XAS are fi rst-order optical processes that include only 

one photon, but XES is a second-order optical process where a core electron is 

excited by the incident x-ray and the excited state of the system decays radiatively 

by emitting x-rays. The XES is divided into two categories: when the core electron 

is excited by the incident x-ray to the high-energy continuum (as in the case of 

XPS), the XES is called normal XES (NXES), but when the core electron is excited 

near to the threshold (as in the case of XAS), it is called resonant XES (RXES). 

Each spectroscopy is discussed in more detail subsequently.

First we discuss XPS. In the historical development of the study of XPS, the one-

electron character of XPS was fi rst taken into account, and after that many-body 

effects were studied. Within the one-electron approximation, the kinetic energy ε of 

the photoelectron is determined by the energy conservation law as 

 ε = -hΩ − (εF − εc) − φ (1.1)

where -hΩ is the incident photon energy, εc the core level, εF the Fermi energy, and φ 

is the work function. Theoretically, εc is obtained, for instance, by the Hartree-

Fock approximation, and then Equation 1.1 represents the Koopmans’ theorem. 

Experimentally, on the other hand, the value of εc can be estimated from the XPS 

spectrum if the other quantities in Equation 1.1 are known. Since the value of εc is 

not very much different from the corresponding value of the free atom, which is the 

characteristic of each element, XPS is useful for the analysis of elements in solids. 

A small deviation of εc from the free atom value, which is denoted by the chemical 

shift, provides us with the information on the chemical bonding of VES. The appli-

cation of the chemical shift to the chemical analysis of molecules and solids was 

extensively made by Siegbahn et al. (1967), and their study played an important role 

in the development of XPS. In appreciation, the Nobel Prize in physics was awarded 

to Kai Siegbahn in 1982.

Koopmans’ theorem does not generally hold because of the many-body effect 

beyond the Hartree-Fock approximation. Due to the progress in experimental tech-

niques, the many-body charge-transfer effect in XPS can be observed as an asym-

metry of the spectral shape and as satellite structures in various materials. When the 

core hole is created in the XPS process, VES are polarized by the core hole potential 

and screen it, as shown in Figure 1.3. The polarization of VES occurs mainly by the 

charge-transfer effect. Thus, the core hole plays a role of “test charge,” which induces 

the charge transfer of VES, and the effect of charge transfer is refl ected in the XPS 

spectrum as a spectral asymmetry and satellites.

A well-known example of the charge-transfer effect in XPS is the singularity in 

XPS spectra of simple metals. As shown by Anderson (1967) and Nozières and 

De Dominicis (1969), the polarization of conduction electrons around the core hole 

in simple metals gives rise to an asymmetric XPS line shape diverging at the thresh-

old due to the “orthogonality catastrophe.” A more drastic charge-transfer effect is 

exhibited in magnetic materials, which include the incompletely fi lled d or f states, 

for example, in materials including TM elements or RE elements. In these materials, 

the electrons in incomplete shells couple very strongly with the core hole, resulting 

in characteristic splitting of the XPS spectrum. The fi rst theoretical interpretation for 
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4 Core Level Spectroscopy of Solids

the splitting of the 3d XPS spectrum in La metal was given by Kotani and Toyozawa 

(1974) with a simplifi ed version of the single impurity Anderson model (SIAM). In 

the 3d XPS of La metal, two different types of fi nal states occur: one is the fi nal state 

where the core hole potential is screened by the charge transfer from the conduction 

band to the 4f state and the other is where the core hole potential is not screened by 

this type of charge transfer. The former is called “well-screened state” and the 

 latter “poorly-screened state.” Therefore, the 3d XPS spectrum of La metal is split 

into two peaks corresponding to the well-screened and poorly-screened fi nal states. 

It should be mentioned that this mechanism of the charge-transfer effect succeeded 

in explaining the spectral splitting of XPS not only for La metal, but also for many 

materials including RE elements (and TM elements) with a ground state of 4fn (3dn) 

confi guration, where 4fn+1 and 4fn (3dn+1 and 3dn) confi gurations in the fi nal state 

 correspond to the well-screened and poorly-screened states, respectively.

In the 1980s, the mixed valence effect (or fl uctuating valence effect) in some 

intermetallic Ce compounds attracted much attention as an interesting many-body 

phenomenon. In trivalent Ce systems, for instance, γ  Ce, CeAl2, and CeCu2Si2, the 

ground state is in the 4f1 confi guration, and the Ce 3d XPS spectrum splits into two 

peaks corresponding to the 4f2 well-screened and 4f1 poorly-screened fi nal states. On 

the other hand, the ground state of the mixed valence Ce systems, for instance, αCe, 

CePd3, and CeRh3, is the quantum mechanical mixed state between the 4f 0 and 4f1 

confi gurations, and usually the Ce 3d XPS spectrum is split into three peaks. 

Gunnarsson and Schönhammer (1983a,b) extended the theory of Kotani and 

Toyozawa (1974), taking into account the spin and orbital degeneracy of the 4f state, 

to analyze the XPS spectra of mixed valence Ce systems. They formulated the XPS 

spectra by the 1/Nf  expansion method, where Nf is the spin and orbital degeneracy of 

the 4f state. As a result of systematic analysis of XPS spectra (Fuggle et al., 1983) for 

various mixed valence Ce compounds, the mixing rate of the 4f 0 and 4f1 confi gura-

tions in the ground state is estimated quantitatively as one of the most powerful tools 

in the study of the mixed valence phenomenon. 

Screening charge

Core hole

Photon

Photoelectron

FIGURE 1.3 Excitation of a photoelectron by an x-ray photon creates a core hole that is 

screened by the surroundings.
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Introduction 5

The XPS study has also played an important role in the investigation of the mixed 

valence character in insulating systems including RE or TM elements. A typical 

example is the Ce 3d XPS of CeO2. CeO2 was traditionally considered to be a 

 tetravalent system with pure 4f 0 confi guration in the ground state. However, the Ce 

3d XPS spectrum of CeO2 (Wuilloud et al., 1984) exhibited a three-peak structure 

similar to that in mixed valence Ce intermetallics, and from its theoretical analysis 

(Kotani et al., 1985) the ground state was found to be a strongly mixed state between 

4f 0 and 4f1L (L being a hole in the O 2p band) confi gurations due to the strong 

covalency hybridization between the Ce 4f and O 2p states. For insulating TM com-

pounds, Zaanen et al. (1986) undertook a systematic analysis of XPS with the SIAM, 

and  estimated the parameter values included in the model. Of those parameters, the 

charge-transfer energy Δ (defi ned by the energy cost to transfer an anion-valence-band 

 electron to the TM 3d state) and the Coulomb interaction Udd between 3d  electrons 

were found to be two key parameters to characterize the system. Zaanen et al. (1985a) 

pointed out that when Udd < Δ, the insulating energy gap Eg is determined by Udd 

(the well-known “Mott–Hubbard type insulator”), but when Udd > Δ, Eg is determined 

by Δ, and they called this new class of insulators “charge-transfer type insulators.” 

After that, the mother materials (cuprates) of high Tc superconductors were revealed 

to be charge-transfer type insulators.

As mentioned previously, the charge-transfer effect induced by the core hole 

potential often plays an essential role in explaining the XPS spectral shape, so that 

the theoretical analysis of XPS spectra was made, in the initial stage, with SIAM 

(or cluster model) without taking into account the intra-atomic multiplet coupling 

effect due to the multipole components of Coulomb interaction. We denote this type 

of theory by charge transfer theory. More recently, the multiplet effect has also 

been incorporated in the charge transfer theory, for more detailed analysis of XPS, 

and such a theory is denoted by charge transfer multiplet (CTM) theory in the 

present book.

In XAS, a core electron is excited near to the threshold by the incident x-ray 

through the electric dipole transition (and sometimes the electric quadrupole transi-

tion in the hard x-ray region). Since the core electron state is well-known, the XAS 

spectrum provides us with important information on the symmetry-projected partial 

density of states of the excited states. The projected symmetry depends on the 

 symmetry of the core electron states and the selection rule of the photo-excitation 

including the polarization of the incident x-ray.

The many-body charge-transfer effects in XAS have been studied for various 

systems as in the case of XPS. For XAS spectra of simple metals, the charge-transfer 

effect gives rise to the Fermi edge singularity (Nozières and De Dominicis, 1969), 

and for XAS spectra of mixed valence Ce compounds it causes satellite structures 

(Gunnarsson and Schönhammer, 1983b) in fair agreement with experimental results. 

In general, however, the satellite intensity in XAS spectra is much weaker than that 

in XPS spectra. Especially in 2p XAS of TM compounds, the satellite intensity is 

very weak, and the experimental XAS spectral shape is mainly determined by the intra-

atomic multiplet coupling effects. The physical reason for the weaker charge-transfer 

effect in XAS, as against XPS, is the screening of the core hole potential by the photo-

excited electron in XAS. Namely, in 2p XAS of TM compounds, the photo-excited 
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6 Core Level Spectroscopy of Solids

electron stays in the 3d states and participates directly with the screening of the core 

hole potential, thus suppressing a further screening by the charge-transfer effect in 

going from initial to fi nal states of XAS. On the other hand, in XPS, a core electron 

is excited to the high-energy continuum to be detected as a photoelectron and never 

participates in the screening of the core hole potential.

As mentioned previously, the charge transfer theory (without multiplet effect) is 

useful as a good starting approximation in the analysis of XPS spectra and the atomic 

multiplet effect gives some corrections to this fi rst approximation. On the other hand, 

for 2p XAS of TM compounds, the atomic multiplet theory (with crystal fi eld effect 

but without charge-transfer effect), which is often called “crystal fi eld multiplet 

theory” or “ligand fi eld multiplet (LFM) theory,” serves as a good starting approxima-

tion, and the charge-transfer effect gives some corrections to this fi rst approximation. 

One of the most powerful applications of XAS to magnetic properties of materials 

is the circular polarization effect of XAS. In ferromagnetic or ferrimagnetic materials, 

the XAS intensity depends on the plus and minus (+ and −) helicity of the circularly 

polarized incident x-rays. The difference of XAS spectra for incident x-rays with plus 

and minus helicities is called x-ray magnetic circular dichroism (XMCD), and it is 

sensitive to the magnetic properties of VES. Above all, the sum rules of XMCD play 

an important role in the study of magnetic features of VES. Thole et al. (1992) and 

Carra et al. (1993) proposed XMCD sum rules, by which the orbital and spin magnetic 

moments of VES can be obtained, at least approximately, from energy-integrated 

intensities of XAS and XMCD spectra, and this method has been widely used in 

 estimating orbital and spin magnetic moments of various materials.

For XES, both RXES and NXES are coherent second-order optical processes, 

where the excitation and de-excitation processes are coherently correlated by 

the second-order quantum formula, the so-called Kramers–Heisenberg formula 

(Kramers and Heisenberg, 1925). Since the intermediate states of RXES and NXES 

are, respectively the same as the fi nal states of the fi rst-order optical processes XAS 

and XPS, the information obtained from RXES and NXES is much greater than 

XAS and XPS. However, the intensity of the signal of RXES and NXES is much 

weaker than XAS and XPS, because the effi ciency of the x-ray emission is low, so 

that high-brilliance x-ray sources are required to obtain precise experimental data. 

The recent development of the RXES and NXES study is due to the implementation 

of  undulator radiation from third-generation synchrotron radiation sources, as well 

as highly-effi cient detectors. Since synchrotron radiation is tunable, it is useful for 

the measurements of RXES, by which we can obtain selected information connected 

directly with a specifi c intermediate state to which the incident x-ray energy is tuned 

(Rubensson, 2000; Kotani and Shin, 2001; Kotani, 2005).

On the XES treated in this book, we mainly concentrate on the theoretical and 

experimental study of RXES. RXES is one of the most important core-level spec-

troscopies, providing us with information that includes both x-ray absorption 

and emission processes and their correlation. Furthermore, RXES gives us bulk-

sensitive, element-specifi c, and site-selective information. The RXES technique can 

be applied equally to metals and insulators, and can be performed in applied electric 

or magnetic fi elds, as well as under high pressure, since it is a photon-in and photon-

out process.
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Introduction 7

RXES is divided into two categories depending on the electronic levels partici-

pating in the transition of x-ray emission. In the fi rst category, the transition occurs 

from the valence state to the core state, and we have no core hole left in the fi nal state 

of RXES. Typical examples are the 3d to 2p radiative decay of TM elements follow-

ing the 2p to 3d excitation by the incident x-ray (denoted as 2p3d RXES) and the 

3d4f RXES in RE elements. In this case, the difference of the incident and emitted 

x-ray energies (denoted as Raman shift), corresponds to the energy of electronic 

 elementary excitations (i.e. the crystal fi eld excitation, the charge transfer excita-

tion, the correlation gap excitation, and so on). In this case, RXES is regarded as 

“resonant inelastic x-ray scattering (RIXS),” where the energy transfer corresponds 

to the energy of the elementary excitations of the valence electrons. 

With this fi rst category of RXES, we would like to point out the following 

facts: compared with the conventional (nonresonant) inelastic x-ray scattering, 

RXES has a larger intensity and depends on each intermediate state, which is con-

venient to identify the character of electronic excitations. Furthermore, compared 

with optical absorption spectroscopy, the selection rule of detecting electronic 

excitations in RXES is different, so that RXES and optical absorption give com-

plementary information on elementary excitations. For example, the crystal fi eld 

level excitation is forbidden in optical absorption, but allowed in RXES. If the 

experimental resolution of RXES is improved, electronic excitations across the 

Kondo gap, superconducting gap and so on will also be observed. In the hard x-ray 

region, the wavelength of the x-ray is comparable with the lattice spacing so that 

the momentum transfer in RXES corresponds to the wavenumber of the excitation 

mode and RXES also provides us with important information on the spatial dis-

persion of elementary excitations.

The second category of RXES is the case where the radiative decay occurs from 

a core state to another core state, so that a core hole is left in the fi nal state of RXES. 

Typical examples are the 3p to 1s radiative decay following the 1s to 4p excitation in 

TM elements and the 3d to 2p radiative decay following the 2p to 5d excitation in RE 

elements. In general, the lifetime of a shallow core hole is longer than that of a 

deeper one. Further, the lifetime broadening of RXES is determined by the core hole 

in the fi nal state, instead of the intermediate state. Taking advantage of these facts, 

we can use RXES measurements to detect a weak signal of core electron excitations 

that cannot be detected by using conventional XAS measurements because of the 

large lifetime broadening of a deep core hole. We can also obtain information on the 

spin-dependence of the core electron excitation by RXES measurements, which 

 cannot be obtained by conventional XAS measurements.

The polarization-dependence in RXES gives important information on the 

 symmetry of electronic states. For linearly polarized incident x-rays, two different 

polarization directions are often used to compare the resulting RXES spectra. Another 

important polarization-dependence in RXES is the magnetic circular dichroism 

(MCD) in ferromagnetic samples. The difference in RXES for circular polarized 

incident x-rays with plus and minus helicities gives important information on the 

magnetic polarization of electronic states in ferromagnetic materials.

The purpose of this book is to describe various aspects of core level spectroscopy 

of solids with XPS, XAS, and RXES as central subjects. Interesting experimental 
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8 Core Level Spectroscopy of Solids

data, theoretical calculations, and underlying physics on these subjects are given, 

starting from fundamental aspects and covering the most recent topics.

In Chapter 2, fundamental aspects of core level spectroscopy are described. Basic 

features of core electron excitations, interaction of x-rays with matter, and various 

resonance processes are given. In addition to XAS, XPS, and XES, many other kinds 

of core level spectroscopy, such as electron energy loss spectroscopy (EELS), Auger 

electron spectroscopy (AES), appearance potential spectroscopy (APS) and so on, 

are introduced, as well as various resonance effects in core level spectroscopy.

In Chapter 3, the study of many-body charge-transfer effects are discussed 

mainly for XPS in order to understand the most important physical mechanisms 

underlying the XPS process, following the historical developments in these studies. 

It is shown that the charge transfer theory with the SIAM, but without the multi-

plet coupling effects, describe the most important features of the many-body effects 

in XPS for various systems including RE or TM elements. It is also shown that the 

charge-transfer effect is weaker in XAS than XPS.

Chapter 4 is devoted to various methods of theoretical calculations of core level 

spectroscopy, mainly for XAS. For XAS, the atomic multiplet effect is usually more 

important than the charge-transfer effect, so that we start from the simple free atom 

model with multiplet coupling effect, which is denoted by atomic multiplet theory. 

Then we add, as a solid state effect, the ligand fi eld effect, or alternatively crystal 

fi eld effect, to the atomic multiplet theory. We denote this theory as LFM theory, 

which describes XAS spectra of TM compounds considerably well. In a more 

detailed analysis of XAS, we combine LFM and charge transfer theories and we 

denote the theory as CTM theory, which describes both atomic multiplet and charge-

transfer effects. In the analysis of XPS spectra, the LFM theory often fails to describe 

the important spectral features; thus we need the charge transfer theory, or for a 

more detailed analysis, we need the CTM theory.

Chapters 2– 4 provide the reader with fundamental information of core level 

spectroscopy necessary to understand more advanced features of core level spec-

troscopy (mainly XPS, XAS, and RXES). Chapters 5–8 are devoted to detailed 

descriptions of the present status and current topics of core level spectroscopy. In 

Chapter 5, various features of XPS spectra are discussed, including the experimental 

data, theoretical analysis by CTM theory, and physical outcome obtained from the 

 analysis. Resonant photoemission, resonant Auger electron, and resonant inverse 

photoemission spectroscopies are also discussed in some detail. Hard x-ray XPS is 

one of the more recent topics, and some of the new experimental results are intro-

duced and analyzed theoretically.

Chapter 6 is devoted to a detailed description of XAS spectra. Various experi-

mental aspects related to XAS are given in some detail, and characteristic features 

of XAS in TM compounds from 3d0 to 3d9 systems are discussed in a systematic 

 manner. XAS spectra for RE and actinide systems are also reviewed. Chapter 7 is 

devoted to discussions on XMCD, where fundamental aspects of XMCD, sum rules 

of XMCD and their application to some ferromagnetic systems, plus a detailed 

description of XMCD in L edges of RE systems are given.

Finally, in Chapter 8, we discuss RXES spectra in detail. RXES is one of the most 

important fi elds of core level spectroscopy and has recently made such remarkable 
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Introduction 9

progress, as mentioned before, that we devote the largest space in this book to it. 

The most essential physical pictures for various recent topics on RXES are given, such as 

the charge-transfer and dd excitations in TM compounds and RE systems, character-

istic electronic excitations and their spatial dispersions in high Tc cuprates, an RXES 

technique to detect weak electric-quadrupole and nonlocal electric-dipole transitions 

in the XAS pre-edge region of various materials, the MCD in RXES of ferromagnetic 

systems and so on.
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11

 2 Fundamental Aspects 
of Core Level 
Spectroscopies

In this chapter, we introduce some fundamental aspects of core level spectroscopies. 

The characteristics of core holes and core level spectroscopies will be given, and 

x-ray absorption and x-ray emission will be discussed on the basis of the interaction 

of x-rays with matter. We mainly confi ne ourselves to the one-electron approxima-

tion (the effect of electron–electron interactions on the core level spectroscopy will 

be discussed in detail from Chapters 3 to 8). At the end of the chapter, the x-ray and 

electron sources that are used for the core level spectroscopy are given.

2.1 CORE HOLES

The central component of core level spectroscopy is the core hole. A core hole can 

be defi ned as the absence of a core electron in a core level. A core hole is created by 

x-ray absorption or by x-ray photoemission experiments. It lives for ~10−15 seconds 

before it decays via radiative or nonradiative decay channels.

2.1.1 CREATION OF CORE HOLES

A core electron can be excited in at least fi ve different ways:

 1. X-ray absorption

 2. X-ray scattering

 3. Electron scattering

 4. Proton (or ion) scattering

 5. Electron capture in some isotopes

A core electron can be excited by the absorption of an x-ray photon to an empty 

state below the ionization threshold (an excitonic state) or to an essentially free 

electron above the ionization threshold and with a certain kinetic energy. This pro-

cess is essentially the photoelectric effect and forms the basis of x-ray absorption 

spectroscopy (XAS), x-ray photoemission spectroscopy (XPS), and x-ray emission 

spectroscopy (XES). 

Instead of being absorbed, an x-ray can also scatter on the electron density and 

loose part of its energy. The energy lost in the scattering process can be used to 

excite a core electron. This process is known as x-ray Raman scattering (XRS), 

because it is similar to normal Raman scattering. Also, an electron beam can be used 

9071_C002.indd   119071_C002.indd   11 1/14/2008   8:06:33 PM1/14/2008   8:06:33 PM



12 Core Level Spectroscopy of Solids

to study the inelastic scattering processes. This process is known as electron energy 

loss spectroscopy (EELS). EELS can be performed with low-energy electrons and 

also with high-energy electrons in an electron microscope. 

The scattering of protons or ions is used in proton (or particle) induced x-ray 

emission (PIXE). A proton beam with an energy of a few MeV is directed to the 

 sample. The protons cause the electrons within the atoms of the target to be excited 

from core shells. The PIXE technique then makes use of the x-rays emitted when 

electrons fall back into the core hole. The core hole decay processes will be dis-

cussed subsequently.

Electron capture is a decay mode for chemical elements that occurs when there 

are too many protons in the nucleus of an atom, and there is not enough energy to 

emit a positron. In this case, one of the orbital electrons is captured by a proton in 

the nucleus, forming a neutron and a neutrino. Since the proton is changed to a 

 neutron, the number of protons decreases by one and the atomic mass remains 

unchanged. By changing the number of protons, electron capture transforms the 

nuclide into a new element. Because the core electron neutralizes a proton, no extra 

valence electron is created. The charge of the nucleus plus core electrons together 

stays constant, which implies that there will be essentially no effect on the valence 

electrons. The difference with the excitation of a core electron out of the solid is that 

the screening processes will be different. The consequences of the differences in 

screening will be discussed for x-ray emission in Chapter 8.

2.1.2 DECAY OF CORE HOLES

An atom with a core hole is extremely unstable. The lifetime of the core hole is of the 

order of 10−15 s or 1 fs. The lifetime (τ) is linked to the uncertainty in the energy of 

the core hole (Γ) via the Heisenberg uncertainty relation:

 
Gt @ = -� 10

16
eV s.

 
(2.1)

A lifetime of 1 fs implies a lifetime broadening of 0.1 eV. There are two major decay 

processes: fl uorescence and Auger. In fl uorescence, another electron of the atom fi lls 

the core hole. This process can only occur if the energy of the electron is higher than 

the core hole. In other words, a shallow core electron can fi ll a deep core hole. Also 

a valence electron can fi ll a core hole. The energy difference between these two 

states is released as electromagnetic radiation. In most cases, this will be x-rays, but 

very shallow levels will release ultraviolet (UV) radiation or light. This is, for 

 example, the case in x-ray excited optical luminescence (XEOL).

The second process is Auger decay. When an electron from the 2p shell drops 

to fi ll a vacancy formed by 1s shell ionization, the resulting x-ray photon with 

energy ε2p − ε1s may excite a third electron, for example, another 2p electron. Such 

a process can be denoted as a 1s2p2p Auger process. Auger electron energies are 

 usually described in the Barkla notation, see Table 2.1. The probability of Auger 

electron production increases as the difference between the energy states of the 

shells decreases. Light elements are more susceptible to the  formation of Auger 

electrons by multiple ionizations. Thus the proportion of radiation emitted at char-

acteristic wavelengths is lower than for heavier elements. Figure 2.1 shows that the 
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FIGURE 2.1 Percentage of fl uorescence decay versus Auger decay as a function of the bind-

ing energy of the K edges. Indicated are Ti (4966 eV), Zn (9659 eV), and Mo (20,000 eV). 

TABLE 2.1
Nomenclature for Core Level Spectra

Orbital* Label† E‡ (Ni) E‡ (O)

1s K 8333 543

2s L1 1008 42

2p1/2 L2 870 V§

2p3/2 L3 853 V§

3s M1 111

3p1/2 M2 68

3p3/2 M3 66

3d3/2 M4 V

3d5/2 M5 V

* Orbital notation.
† Spectroscopic names (Barkla notation).
‡ Binding energies.
§ Valence state with a binding energy of a few eV.

Source: X-ray Data Booklet (2001) (LBNL, Berkeley).

 proportion of Auger emission from the 1s core state is greater than 0.5 up to about 

Z = 30. For more details, see Figure 3.3 in Chapter 3. 

The x-ray fl uorescence or Auger decay will lead to other core holes, which 

 subsequently decay until all core levels are fi lled again. This will give a cascade of 

fl uorescence and Auger transitions. For example, a 1s core electron in Ni can be 

excited in a 1s XPS process. The 1s core hole is fi lled by a 2p electron in 1s2p XES 

or Kα fl uorescence. This creates a 2p core hole that can decay via 2p3p3p (LMM) 
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14 Core Level Spectroscopy of Solids

Auger transition, yielding an Auger electron. The two 3p core holes can decay via 

3p3d3d Auger plus two further Auger electrons. The created 3d-holes decay via low-

energy decay processes. The energy of the single x-ray photon that was absorbed is, 

by this process, is divided over the kinetic energy of the photo electron, the photon 

energy of the Kα fl uorescence, and the kinetic energies of the three Auger electrons.

2.2 OVERVIEW OF CORE LEVEL SPECTROSCOPIES

We can now introduce various core level spectroscopies using a simple model. This 

model is not expected to give a correct interpretation of the spectral shapes and 

intensities observed, but it serves as a starting point on which more realistic models 

will be built. Two main approximations are:

 1. Density-of-states (DOS) approximation: It is assumed that the ground state 

DOS, as calculated, for example, by density functional theory (DFT), can 

be used. This implies that it is also assumed that extra valence electrons 

have no effect.

 2. Core hole approximation: It is assumed that the core hole created in x-ray 

absorption does not modify the DOS.

In addition, it is assumed for the moment that the transition matrix elements are 

 constant and that the work function is zero.

2.2.1 CORE HOLE SPIN–ORBIT SPLITTING

A general ingredient of core level spectroscopies is the core hole spin–orbit splitting. 

Each core hole has an orbital angular momentum l. It is represented with the familiar 

notation s, p, d, and f for orbital angular momentum from 0 to 3 (in units of h̄ ). The 

spin angular momentum s of each core hole is either +1/2 (spin-up) or −1/2 (spin-

down) (in units of h̄ ). The letter is preceded by the principal quantum number. In many 

spectroscopies, one uses a third symbol to indicate the total angular momentum J of 

the core hole. The total angular momentum is given by l + s or l − s (in units of h̄ ). The 

coupling of the orbital and the spin angular momenta is given by the spin–orbit inter-

action, which is essentially a relativistic effect. The spin–orbit interaction is very large 

for core holes and in general two peaks or structures will be  visible in the spectrum, 

separated by the core hole spin–orbit splitting. If the orbital angular momentum is 

zero, the spin–orbit interaction is absent, whereas if the orbital angular momentum is 

one, the total angular momentum can be either 1/2 or 3/2 and two peaks will be 

observed. Similarly for a 3d state (l = 2), both the 3d3/2 and 3d5/2 states are present. 

In spectroscopy, an alternative notation is often used. Instead of 1, 2, 3, and so 

on, for the principal quantum number, one uses K, L, M, and so on, and instead of 

the orbital angular momenta s, p, d, f, one uses 1, 2, 3, and so on, to label the peaks 

from high to low energy. This implies that the 2s-peak is called L1. The next peak is 

the 2p1/2 peak, called L2 and the last peak is the 2p3/2 peak, called L3. They are 

 collected in Table 2.1. If one speaks about the 2p states together, this is indicated as 

L2,3. The relative intensity of the L2 and L3 peaks follows the simple rule that it is 

given by the degeneracy of the states. A 2p1/2 confi guration consists of two states 
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with the z component of total angular momentum jz, which is also written as a 

 magnetic quantum number mj equal to −1/2 and +1/2 respectively. A 2p3/2 confi gu-

ration consists of four states, with mj equal to −3/2, −1/2, 1/2, and 3/2. Therefore, the 

intensity ratio of the 2p1/2 versus 2p3/2 peak is 1 :  2. The intensity ratio of the 3d3/2 to 

3d5/2 peak is 2 : 3. This rule breaks down if there are other interactions, which are 

able to mix the spin–orbit split states. In Chapter 4, it will be shown that an impor-

tant interaction is the overlap of the core hole wave function with the valence state 

wave functions, or in other words, the coupling of the core and valence angular 

momenta. That coupling will contrast sharply with the simple picture sketched here. 

2.2.2 CORE HOLE EXCITATION SPECTROSCOPIES

An x-ray can be absorbed by a core electron that is excited to an empty state. In 

Figure 2.2, the schematic DOS of O 1s and 2p states of a typical TM compound is 

given. The energy of the O 1s core level measured from the Fermi energy is εc = 

−530 eV (see Figure 1.1 of Chapter 1) and the O 2p states are split into a fi lled valence 

band (with energy εv) and an empty conduction band (with energy εw) due to the 

hybridization between the TM 3d, 4s, and 4p states with the O 2p states (for more 

details, see Chapter 6). In x-ray absorption, a 1s core electron (εc) is excited to an 

empty state with energy εw, where we use the subscript w to separate the empty states 

from the valence states that are given with subscript v. The XAS intensity as a func-

tion of the photon energy h̄ Ω identifi es with the empty DOS, where the absorption 
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FIGURE 2.2 Schematic DOS of an oxide. The oxygen 1s core electron at energy −530 eV is 

excited by an x-ray. The bottom frame gives the oxygen p-projected density of states. The 

middle frame gives the oxygen 1s XAS spectrum. The top frame gives the oxygen 1s XPS 

spectrum. The arrow represents the electron transition by absorbing the incident photon with 

frequency Ω (energy -hΩ).

9071_C002.indd   159071_C002.indd   15 1/14/2008   8:06:35 PM1/14/2008   8:06:35 PM



16 Core Level Spectroscopy of Solids

energy is given by h̄ Ω = εw − εc; matrix elements are neglected in this approach. As 

discussed previously, EELS and XRS measure (under certain conditions) the same 

spectrum.

XPS excites a core electron to a high-energy empty state with energy εk. The 

kinetic energy of the excited electron is measured, which yields a peak if the kinetic 

energy is equal to the x-ray excitation energy plus the core level energy (εk = h̄ Ω + εc). 

As such, the core level energy εc (or the core level binding energy |εc|) is determined. 

Table 2.2 collects the descriptions of the various core level spectroscopies.

If a valence electron with energy εv is excited by the incident photon with energy 

h̄ Ω to become a photoelectron with energy εk, as shown at the top of Figure 2.3, the 

process is denoted as valence photoemission spectroscopy (VPES) or simply as 

TABLE 2.2
Energy Effects of the Various Core Level Spectroscopies
Spectroscopy Spectral Shape* DOS Chapter†

Excitation
XAS, EELS, XRS -hΩ = εw − εc

-hΩ = εk − εc

εw

—

6

XPS, PES εk = -hΩ + εc

εk = -hΩ + εv

—

εv

5

IPES, BIS -hω = εk − εw εw —

Decay
XES -hω = εc′ − εc

-hω = εv − εc 

—

εv

8

AES εk = εc′′ + εc′ − εc

εk = εv + εc′ − εc

εk = εv + εv′ − εc

—

εv 

εv + εv′

5

Resonance
RPES

RXPS

εk − -hΩ = εv

εk − -hΩ = εc′

εv

—

5

RAES εk − -hΩ = εc′′ + εc′ − εw

εk − -hΩ = εv + εv′ − εw

εk − -hΩ = εc′ + εv − εw

—

εv + εv′ − εw

εv − εw

5

RIPES

APS (= REELS)

εk – -hω = εw

εk – -hω = εw + εw′ − εv

εk − εk′ = εw − εv

εw

εw + εw′ − εv

εw − εv

5

RXES (= RIXS) -hΩ − -hω = 0
-hΩ − -hω = εw − εv 
-hΩ − -hω = εc′

—

εw − εv

—

8

APECS εk − εk′ = εc′′ + εc′ — 5

Note:   -hΩ and -hω are used for the incident and emitted photon energies, respectively.

*  The measured variable quantities are given before the equal sign and the constant values 

are given behind.
† The chapter that deals with this spectroscopy.
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 photoemission spectroscopy (PES). Here εv is detected as εv = −h̄  Ω + εk, and the 

valence band DOS is measured by PES. 

The inverse photoemission (IPES) or Bremsstrahlung isochromat spectroscopy 

(BIS), which is the inverse process of PES, gives information related to XAS. The 

basic IPES experiment is where one shoots an electron towards the sample and this 

electron can be subsequently absorbed in the unoccupied DOS, where the energy 

loss is emitted as a photon with energy h̄ ω. In this manner, the εw can be detected as 

εw = εk − h̄ ω. There is no core electron involved, so BIS is not a core level spectro-

scopy. There are, in principle, two modes of measuring BIS: (i) one can scan the 

kinetic energy of the incident electron and detect the emitted photon at a fi xed 

energy, or (ii) one can fi x the kinetic energy of the incident energy and scan the 

energy of the  emitted photon. Most BIS experiments are performed in combination 

with XPS, which makes it easier to use a fi xed photon energy (i.e. to use a fi xed x-ray 

monochromator).

The combination of PES and IPES experiments can be performed to measure the 

energy gap, εw − εv, between the empty conduction band and the fi lled valence band, 

as seen from Figure 2.3. If the gap is caused by the electron correlation, εw − εv is 

exactly the defi nition of Hubbard correlation energy Udd, as will be used in the later 

chapters. The group of Yves Baer pioneered this approach and measured the XPS 

and BIS spectra of rare earths (Cox et al., 1981a,b). In this chapter, we neglect 

 correlation energies and implicitly assume that Udd = 0.
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FIGURE 2.3 The bottom frame gives the oxygen p-projected density of states. The middle 

frame gives the IPES spectrum, and the top frame gives the valence band photoemission 

spectrum. The right-handed arrow with Ω and the left-handed arrow with ω represent the 

electron transition by absorbing a photon with frequency Ω and that by emitting a photon with 

frequency ω respectively.
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18 Core Level Spectroscopy of Solids

2.2.3 CORE HOLE DECAY SPECTROSCOPIES

Once a core hole is created, it decays within a few femtoseconds. This is (within the 

model used) independent of the way the core hole is created, that is, by an x-ray, 

electron, proton, or electron capture. In x-ray emission, a deep core hole (εc) can be 

fi lled by a shallow electron (εc′) or an electron from the valence band (εv). The differ-

ence in energy of the two core states gives h̄ ω = εc′ – εc, as indicated in Figure 2.4. 

In this approximation, core–core XES thus just gives a peak at the binding energy 

 difference; it is obvious that in reality, a much more complex situation occurs. If a 

valence electron fi lls the 1s core hole, one obtains the occupied DOS with the photon 

energy (h̄ ω) equal to the valence band energy (εv) minus the core electron energy (εc).

In Auger electron spectroscopy (AES), a shallow core electron fi lls the deep 

core hole and another shallow core electron is excited out of the solid as a free elec-

tron. The fi nal state contains two shallow core holes and the kinetic energy of the 

emitted electron equals εk = εc′′ + εc′ − εc. If instead of two shallow core electrons, a 

core electron and a valence electron take part in the Auger process, one can detect 

again the occupied DOS, as indicated in Figure 2.5. It is also possible that two 

valence electrons take part in the Auger process. The summed energy of the two 

valence electrons is given by the difference between the kinetic energy and the 

binding energy, that is, εk + εc (= εk − |εc|) = εv + εv′. The occurrence of εv + εv′ in this 

equation implies that one measures the self-convolution of the occupied DOS. 

If one includes the electron correlation effects, the self-convolution of the two 

(3d) valence electrons includes the energy effect of Udd. This is the basis of the 

Cini-Sawatzky method (Cini, 1977, 1978; Sawatzky, 1977). The assumption of this 

method is that the core-valence-valence Auger process is local, implying two local-

ized valence holes that are affected by the correlation energy Udd.
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FIGURE 2.4 The bottom frame gives the core excitation process. The middle frame gives the 

core–core x-ray emission process. The top frame gives the valence band x-ray emission process.
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2.2.4 RESONANT PHOTOELECTRON PROCESSES

We have described core hole creation (XAS and XPS) separately from core hole 

decay (XES and AES). However, as soon as core hole creation takes place, decay 

occurs. This implies that close to the XAS absorption edge, the decay processes will 

be different from off-resonance excitations. A major effect is the coherence between 

excitation and decay as described subsequently. The coupling between excitation and 

decay implies that one obtains two-dimensional spectra for all resonance spectro-

scopies as a function of both the excitation and decay energies. The consequences 

are described in Chapter 8. Within the single particle model, the only effect is that 

the excited electron can take part in the decay process. This creates additional decay 

channels not present in off-resonant or normal AES and XES. The best-known 

 resonant spectroscopy is resonant photoemission (RPES). Within the single 

particle model, this can be described as the two-step process, XAS followed by AES, 

where the electronic excitation energy in each step is given by

 
0

XAS AESæ Æææ - æ Æææ -e e e ew c k v .  (2.2)

In the fi nal state, a hole exists in the valence band and one measures the occupied 

DOS, as can be seen in Figure 2.6. This is exactly the same as in a normal photo-

emission process. A difference is the matrix element of RPES versus PES. This will 

be discussed in Chapter 5. Another interesting feature of RPES is that the direct PES 

channel and the indirect XAS + AES channel have the same initial and fi nal states, 

hence they interfere with each other.
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FIGURE 2.5 The bottom frame gives the core excitation process. The middle frame gives the 

core–core Auger process, where the kinetic energy of the emitted electron is only dependent on 

the core states involved. The top frame gives the core valence Auger process, where the kinetic 

energy of the emitted electron measures the valence band εv, similar to a PES experiment.
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20 Core Level Spectroscopy of Solids

Another RPES process includes a shallow core state instead of the valence band 

state, where fi rst a deep core hole is created at resonance and subsequently it decays 

by Auger transition to a shallow core hole: 

 
0

XAS AESæ Æææ - æ Æææ -e e e e ¢w c k c .  (2.3)

The fi nal state in this participator channel is the same as the XPS fi nal state, so that 

this process is denoted by resonant XPS (RXPS). The RXPS and direct XPS 

 processes interfere with each other.

There is another possible Auger decay channel from the same core excitation:

 
0

XAS AESæ Æææ - æ Æææ - - + +e e e e e e¢w c v v w k .  (2.4)

In this case, the excited electron of the intermediate state does not participate in 

the Auger process. This process is called the spectator channel, the fi nal state of 

which contains two valence holes plus an extra electron in the conduction band εw in 

 addition to the Auger electron. This can be viewed as a normal photoemission fi nal 

state, plus a valence to conduction band excitation, and we denote it by resonant AES 

(RAES). The fi nal state of RAES cannot be reached by direct PES, at least not 

within the single particle model that we use here. In fact, this fi nal state is a crucial 

part of the many-body description of core level spectroscopy. 
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FIGURE 2.6 The bottom frame gives the resonant excitation to the empty DOS. The middle 

frame gives the RPES process where the excited core electron participates in the decay. This 

yields a fi nal state that is identical to the fi nal state of a normal valence band photoemission 

experiment. The top frame gives the resonant Auger electron process where the excited core 

electron does not participate in the decay.
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There are different types of RAES processes, where one or two valence holes in 

the above RAES process are replaced by shallow core hole(s):

 
0

XAS AESæ Æææ - æ Æææ - - + +e e e e e e¢w c v c w k ,  (2.5)

 
0

XAS AESæ Æææ - æ Æææ - - + +e e e e e e¢¢ ¢w c c c w k .  (2.6)

A related technique is Auger-photoemission coincidence spectroscopy (APECS), 

which measures a photoelectron in coincidence with an Auger electron. Effectively, 

this is also a resonance measurement. One energy axis is given by the excitation 

energy and its detected kinetic energy of the photoelectron. The second axis 

is given by the Auger decay. Some recent APECS experiments are discussed 

in Chapter 5.

 
0

XPS AESæ Æææ - æ Æææ - - + +e e e e e e¢ ¢¢ ¢k c c c k k .  (2.7)

In a resonant IPES (RIPES) experiment, one excites with electrons that have a kinetic 

energy equal to the binding energy of a core state. An (inverse) Auger process can 

occur in which both the core electron and the impinging free electron are transferred 

to an electron in the conduction band. In a second step, a conduction electron can 

decay by x-ray emission to the core hole, which is the participator channel: 

 
e e e e e¢k c w w w

AES XESæ Æææ - + + æ Æææ .  (2.8)

The RIPES spectator channel sees a valence electron decay to the core hole:

 
e e e e e e e¢ ¢k c w w w w v

AES XESæ Æææ - + + æ Æææ + - .  (2.9)

A related method that makes use of this inverse Auger process is appearance poten-

tial spectroscopy (APS) (Hinkers et al., 1989). In APS, an electron beam with 

variable energy is impinging on a sample. When the electron energy is equal to 

the energy needed to excite a core electron, the AES transition as described in 

Equation 2.8 occurs. In APS spectroscopy, one distinguishes the decay of an electron 

or an x-ray. So-called x-ray-APS identifi es with RIPES as described previously. 

If the excited state in an APS experiment is detected via Auger decay, one can 

observe “double Auger processes,” that, for example, follow Equation 2.10 and decay 

to a fi nal state with a valence hole plus a conduction electron. 

 e e e e e e e¢ ¢k c w w w v k
AES AESæ Æææ - + + æ Æææ - + .  (2.10)

This experiment is also called Auger electron (AE)-APS (Hinkers et al., 1989). The 

AE-APS experiment is an electron-in electron-out experiment and as such can also 

be considered as a resonant EELS (REELS) experiment, where depending on angle 

and electron energy, one can change from the Auger matrix element to the XAS 

matrix element, as discussed in Section 2.5. This has been used by Gorschluter and 

Merz (1994, 1998) and Fromme et al. (1995) to measure dd excitations in NiO, which 
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22 Core Level Spectroscopy of Solids

has been calculated by Jones et al. (2000). Fromme et al. (2001) used REELS to 

measure ff-transitions in rare earths. These REELS experiments are equivalent to the 

resonant x-ray emission spectroscopy (RXES) experiments discussed subsequently.

2.2.5 RESONANT X-RAY EMISSION CHANNELS

It is also possible to study x-ray emission processes at resonance. For example, 

Figure 2.7 shows that one can excite a core electron and detect participator RXES, 

in other words, the resonant elastic scattering path: 

 
0 0

XAS XESæ Æææ - æ Æææe ew c .  (2.11)

Spectator RXES leaves a hole in the valence band and an electron in the conduction 

band; in other words, it measures all valence band–conduction band excitations.

 
0

XAS XESæ Æææ - æ Æææ -e e e ew c w v .  (2.12)

Because of its similarity to Raman spectroscopy, RXES is also called resonant 

x-ray Raman spectroscopy (RXRS). Yet another name, often used to stress the 

relation to off-resonant inelastic x-ray scattering is resonant inelastic x-ray scatte-

ring (RIXS). 

Another RXES channel is the excitation of a deep core state and the detection of 

the resonant decay of a shallow core state: 

 
0

XAS XESæ Æææ - æ Æææ -e e e ew c w c¢ .  
(2.13)
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FIGURE 2.7 The bottom frame gives the ground state DOS. The middle frame gives 

the elastic RXES process where the excited electron decays again. The top frame gives the 

inelastic RXES process where an electron from another state decays, leaving behind a valence 

to conduction band excitation.
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The fi nal state consists of a shallow core hole and an electron in the unoccupied 

DOS. The energy differences between the incoming (h̄Ω) and emitted (h̄ ω) x-rays 

equals the core (εc) to conduction band (εw) excitation energy. In other words, within 

the single particle model, core–core RXES identifi es with a complicated detection 

technique of the XAS spectrum of the shallow core state. In Chapter 8, it will be 

explained that this identity is not correct due to different selection rules.

It is to be mentioned that the XES and AES treated in Section 2.2.3 are called 

“normal XES” (NXES) and “normal AES” (NAES), respectively, to distinguish them 

clearly from RXES and RAES. In NXES and NAES, the core hole creation process 

(the excitation of a core electron to a high-energy continuum) is independent of the 

XES and AES processes, at least in the one-electron approximation, so that they are 

fi rst order quantum processes, while RXES and RAES are second order quantum 

processes. This is not the case for strongly correlated electron systems, where the 

creation of the core hole is correlated with XES and AES processes through the 

 electronic relaxation around the core hole (see Chapter 8 for more details). 

2.2.6 OVERVIEW OF THE RXES AND NXES TRANSITIONS

RXES and NXES occur for any allowed combination of core and valence states. In 

a 3d TM system, the 1s core state can be excited and the 1s core hole can be fi lled by 

2p, 3p, or 4p (valence) electrons. For a 1s core hole, this yields 1s2p (Kα), 1s3p (Kβ), 

and 1s4p (Kβ2,5) XES. We will use the core notation, where we will distinguish 

between 1s4p (Kβ2,5) for the valence band and 1s4pcross (Kβ ″) for the cross-over peak. 

The energies of these XES channels for Ti and Cu is given in Table 2.3. The nature 

of both transitions will be further explained subsequently.

Figure 2.8 shows the NXES spectra of a high-spin and low-spin divalent iron 

compound divided into their main components. The 1s2p (Kα) NXES is split due to 

the 2p spin–orbit coupling and the two constituents are denoted as Kα1 and Kα2, 

where Kα1 relates to a 2p3/2 core hole fi nal state and Kα2 to a 2p1/2 core hole. The 

1s3p (Kβ ) NXES is split due to the 3p3d exchange interaction into Kβ′ and Kβ1,3. 

Because the separation between these two peaks is mainly caused by the 3p3d 

TABLE 2.3
Main NXES and RXES Spectra Measured for 3d TM Systems

Transition Spectroscopic Name Ti (eV) Cu (eV)

1s2p Kα 4510 8048

1s3p Kβ 4932 8905

1s4pcross Cross-over 4946 8959

1s4p Valence band 4966 8979

2p3s 395 810

2p3d Lα 453 932

Note: It is assumed that a cross-over peak has an effective binding energy of ~20 eV.

9071_C002.indd   239071_C002.indd   23 1/14/2008   8:06:38 PM1/14/2008   8:06:38 PM



24 Core Level Spectroscopy of Solids

exchange, high-spin Fe2+ compounds (S = 2) have two well-separated peaks, while 

low-spin Fe2+ compounds (S = 0) contain only a low-energy tail. The 1s4p valence 

band NXES is split into the cross-over peak (Kβ″) and the valence band NXES (Kβ2,5). 

The valence band NXES is caused by the Fe 4p character that has hybridized with the 

valence states of the ligands (e.g. oxygen). In addition, there could be Kβ2,5 intensity 

from quadrupole XES from occupied Fe 3d states. The Kβ″ peak is called cross-over 

because it can be considered as the XES channel from a ligand oxygen 2s “core” state 

to a Fe 1s state, which is a cross-over transition from oxygen to iron. It is better to view 

this transition as one from iron 4p to 1s, where the Fe 4p character has hybridized into 

the oxygen 2s core state. The intensity of the cross-over peak inversely correlates 

with the metal–ligand distance. This is caused by the fact that shorter  distances imply 

stronger hybridization (Bergmann et al., 1999).

These spectra can be measured off-resonance after excitation with an x-ray 

energy well above the Fe K edge. In addition, one can use a high-energy electron or 

proton to excite the 1s core hole as, for example, used in energy dispersive x-ray 

emission (EDX) in an electron microscope. Another route to create a 1s core hole is 

by electron capture in isotopes of some elements. The same spectra can also be 

measured on-resonance in a RXES experiment. One can excite at the main dipole 

edge in a 1s4p transition, yielding 1s2p(4p) RXES, and so on. In addition, the 1s3d 

quadrupole pre-edge can be excited resonantly in 1s2p(3d) RXES. Instead of a 1s 

core hole, the 2p and the 3p core hole can also be used for XES experiments. For 

these soft x-ray energies, it is usual to perform resonant experiments. This includes 

2p3d(3d) RXES, 2p3s(3d) RXES, and 3p3d(3d) RXES, where we will further omit 

the (3d) state and just write 2p3s RXES, and so on.
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FIGURE 2.8 K shell NXES lines for a high-spin (HS, thick line) and low-spin (LS, thin line) 

Fe2+ compound. (Reprinted with permission from Vanko, G., et al., J. Phys. Chem. B, 110, 

11647, 2006. Copyright 2006 by the American Chemical Society.)
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2.3 INTERACTION OF X-RAYS WITH MATTER

X-rays are defi ned as electromagnetic radiation with a wavelength smaller than UV 

radiation. The border between UV radiation and x-rays is not clearly defi ned, but is 

usually set at around 10 nm. The (angular) frequency ω is inversely proportional to 

the wavelength λ as ω = 2πc/λ, and the x-ray energy is given by h̄ ω. This defi nes the 

low-energy limit of ~100 eV. In principle, there is no lower limit of x-ray wavelengths 

although radiation below 1 pm is usually called gamma radiation. X-rays are sub-

divided into soft x-rays, between 100 eV and 3 keV and hard x-rays, above 3 keV. Soft 

x-rays are called “soft” because they do not penetrate air and, as such, are relatively 

safe to work with.

If an x-ray hits a solid material, the material starts to emit electrons. This is 

essentially the photoelectric effect that also occurs with UV radiation. The photons 

collide with the electrons in the metal. If the energy of a photon is less than the 

energy required to remove a core electron from the metal, then an electron will not 

be ejected, regardless of the intensity of the radiation. The energy required to remove 

an electron from the surface of a metal is called the work function of the metal and 

denoted by φ. However, if the energy of the photon is greater than φ, then an electron 

is ejected with a kinetic energy, εk = h̄ 2k2/2m, equal to the difference between the 

energy of the incoming photon and the work function. In the case of x-rays, the 

explanation is analogous, with the addition that a core electron is excited instead of 

a valence electron. The binding energy of the core electron must be added and the 

kinetic energy is given as:

� �2 2
2k m EB= - -w f.  (2.14)

This equation defi nes the binding energy of a core level and x-ray photoemission 

experiments are used to measure core level binding energies. The binding energy EB 

is closely related to the ionization energy that is defi ned as EB + φ.

In an XPS experiment, where NiO is excited with aluminum Kα radiation 

with an energy of 1487 eV, one observes peaks in the XPS spectrum at 607 eV and 

637 eV, respectively. Assume that the work function of NiO is equal to 2 eV. 

Equation 2.14 yields the binding energies of the core levels associated with the 

observed peaks: 

  h̄ ω − εk − φ = EB,

 1487 − 607 − 2 = 878 eV,

 1487 − 632 − 2 = 853 eV.

These core level energies are both related to the 2p core level of the nickel ions 

in NiO. The 2p core level is split into two sub-peaks due to the 2p spin–orbit 

coupling.

The photoelectric effect is not the only interaction of x-rays with matter. 

Another important interaction is the elastic scattering of x-rays due to electrons, 

which is the origin of x-ray diffraction experiments. Elastic scattering is also 

known as Thomson scattering. In an x-ray diffraction experiment, a sample is hit 
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with an x-ray and the diffracted x-rays are measured. The diffraction angle can be 

correlated with the interatomic distances using Bragg’s law. With respect to 

 spectroscopy, it is important to note that the amount of x-rays involved in x-ray 

diffraction is almost constant with respect to the photon energy. As such, it only 

gives a (nearly constant) background upon which the photoelectric effect is 

superimposed.

2.3.1 ELECTROMAGNETIC FIELD

Classically, the electromagnetic fi eld can be represented by a complete set of plane 

waves. First, consider a single plane wave propagating in the x direction. Its 

wavevector k is along x, its electric fi eld E is along y, perpendicular to x and its 

 magnetic fi eld B is along z, perpendicular to both x and y. The central object is the 

vector potential, which is given as:

 
A r e ek k

( , ) .
( ) * ( )t A Ay

x t x t= +- - -
0 0e e

i iw w
y  

(2.15)

The electric fi eld E(r, t) and the magnetic fi eld B(r, t) are given in terms of the vector 

potential. After rewriting the exponentials as cosine functions, this gives:

 
E r A r e k( , ) ( , ) cos( ),t

t
t A x ty= - ∂

∂
= -2 0iw w  (2.16)

B r A r k e k( , ) ( , ) cos( ).t t A x tz= — ¥ = -2 0i w  (2.17)

2.3.2 TRANSITION TO QUANTUM MECHANICS

The transition from classical to quantum mechanics implies the change of the 

 classical vector potential A(r, t) to a quantum mechanical operator. Quantum 

mechanical problems are effi ciently represented using so-called second quantization. 

The basic ingredients are the creation and annihilation operators. A creation 

operator  b kλ  
†
   creates a photon with wavevector k and polarization λ. Similarly, an 

annihilation operator is given by bkλ, and the creation and annihilation operators 

fulfi ll the  commutation relation of Bose particles: bkλ b k′λ′  
†
   −  b k′λ′  

†
  bkλ = δkk′δλλ′. The 

number  operator of the photon with k and λ is given by nkλ =  b kλ  
†
  bkλ. An intro duction 

to the use and properties of second quantization can be found in Chapter 12 of the book 

by Weissbluth (1978). The use of the creation and annihilation operators implies for 

the quantum-mechanical vector potential in the Schrödinger representation:

 

A r e
k

k k
kr

k
kr

( ) ,
,

= +( )Â -A b b0

l
l l le e

i i†  (2.18)

where A c Vs0

2
2= p w� / k

 with ωk = c |k| and the system volume Vs in which the 

photon is normalized.
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2.3.3 INTERACTION HAMILTONIAN

If x-rays interact with atomic electrons bound by a central potential V(r), the overall 

interaction Hamiltonian can be written as: 

 H = HRAD + HATOM + HINT. (2.19)

The radiation fi eld Hamiltonian is written as a complete sum over k and λ degrees of 

freedom. The term of 1/2 is the zero point energy: 

 

H nRAD = +( )Â�w l
l

k k
k

1 2/ .  (2.20)

The Hamiltonian of the atomic electron consists of its kinetic term p2/2m and the 

potential energy V(r), which contains the Coulomb interaction with the nucleus

 H
m

Vi
i

i

ATOM = +
È

Î
Í

˘

˚
˙Â p

r
2

2
( ) .  (2.21)

Also, HATOM includes the Coulomb repulsion between electrons and the spin–orbit 

interaction, which are not described explicitly in Equation 2.21. The interaction 

Hamiltonian is treated as a small perturbation and the Coulomb gauge ∇A = 0 is 

used. Then the fi rst-order terms of the interaction Hamiltonian are: 

 

H
e

mc
e
mci

i

i i

i

iINT( ) ( ) ( ).1 2
= p A r A rÂ Â◊ + ◊ — ¥s

 

(2.22)

The fi rst term describes the interaction of the vector fi eld A on the momentum opera-

tor p of an electron, or in other words the electric fi eld E acting on the electron 

moments. The second term describes the magnetic fi eld B (= ∇ × A) acting on the 

electron spin σ . In the second order of the perturbation, one fi nds the term: 

 

H
e

mc i

i

INT( ) ( ) .2

2

2

2

2
= ◊Âp A ri

 

(2.23)

For each k vector, the polarization is described by the two vectors ekλ (λ = 1, 2). They 

are perpendicular to the propagation direction k (= x) and perpendicular to each 

other. They are, for example, chosen in the y and z direction. Then the polarization 

vectors can be rewritten in the form of the irreducible tensor operator of rank one eq 

with e−1 = −1/√2(ey − iez) and e+1 = 1/√2(ey + iez). The vectors ey and ez represent, 

respectively, the linear polarizations in the y and z directions, and e+1 and e−1 represent 

the circular polarizations with + and – helicities. The spin-vector of the photon can be 

oriented parallel (q = +1) or antiparallel (q = –1) to its momentum vector. Note that 

this polarization of synchrotron radiation is different from a conventional source.

2.3.4 GOLDEN RULE

The central role in the interaction of x-rays with matter is played by the Golden 

Rule. The Golden Rule states that the transition probability W between a system in 
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its initial state Φi and fi nal state Φf by absorbing the incident photon with energy 

h̄ Ω is given by: 

 
W E Efi f i f i= F F - - W2 2p T d

�
�Ô· Ô Ô ÒÔ ( ).  (2.24)

The initial and fi nal state wave functions Φi are built from an electron part and a photon 

part, but in the following, we will not include the photon part explicitly in the discus-

sion. The delta function takes care of the energy conservation and a transition takes 

place if the energy of the fi nal state equals the energy of the initial state plus the x-ray 

energy. The squared matrix element gives the transition rate. The transition operator T 
is related to the interaction Hamiltonian HINT with the Lippmann-Schwinger equation: 

 
T H H

E H i
T

i

= +
- +INT INT

/

1

2G
.  (2.25)

Γ is the lifetime broadening of an excited state and H is the Hamiltonian of the 

unperturbed system. The Lippmann–Schwinger equation is solved iteratively and in 

fi rst order T1 = HINT(1), which describes one-photon transitions (e.g. x-ray absorption, 

x-ray emission, and x-ray photoemission). The transition rates of these three pro-

cesses are found by calculating the matrix elements of the transition operator T1. 

Two-photon phenomena (e.g. x-ray scattering), are described with the transition 

operator in second order. 

 

T H H
E H i

H
i

2 2 1 1

1

2
= +

- +INT INT( INT( ) ) ( ).G/  (2.26)

Normal x-ray diffraction and small angle x-ray scattering (SAXS) experiments 

are described with HINT(2) only. In the case of resonant scattering experiments, the 

second term of T2 is also included.. This term describes the (virtual) absorption into 

an intermediate state and its subsequent decay into the fi nal state. 

2.4  OPTICAL TRANSITION OPERATORS AND X-RAY 
ABSORPTION SPECTRA

X-ray absorption, x-ray photoemission, and x-ray emission are all one-photon 

 processes. They are described by the transition operator T1, that is, by the fi rst-order 

perturbation term of the interaction Hamiltonian p ⋅ A. Omitting the summation over 

the index i of each electron, the interaction Hamiltonian is found by inserting the 

vector potential into HINT(1).

 

T
e

mc
A b b1 0 2

= ◊ + ◊ ¥È
ÎÍ

˘
˚̇Â k k

kr
k k

kr

k

e p e kl l l l
l

s( ) ( ) .
,

e e
i i�

 (2.27)

The fi rst and second terms (in brackets) of Equation 2.27 represent, respectively, the 

electromagnetic interaction (nonrelativistic effect) and the spin interaction (relativis-

tic effect). In the following, we disregard the spin interaction term, as it does not 

play an important role in the core level spectroscopy treated here. Then, T1 can be 

9071_C002.indd   289071_C002.indd   28 1/14/2008   8:06:39 PM1/14/2008   8:06:39 PM



Fundamental Aspects of Core Level Spectroscopies 29

rewritten using a Taylor expansion of eikr = 1 + ikr + … . Limiting the equation to the 

fi rst two terms, the transition operator is:

 

T b
e

mc
A1 0= ◊ + ◊ ◊Â k k k

k

e p e p k rl l l
l

[( ) ( )( )].
,

i

 

(2.28)

Here the two terms in brackets represent, respectively, the electric dipole (ED) 

 transition and the electric quadrupole (EQ) transition.

2.4.1 ELECTRIC DIPOLE TRANSITIONS

As seen from Equation 2.28, the EQ transition contains a small factor k ⋅ r, compared 

with the ED transition. In the case of x-ray energies below some 10 keV, k ⋅ r is 

smaller than 10−2. The transition probability is equal to the matrix element squared, 

hence the EQ term is smaller by 10−4 and can be neglected in the fi rst approximation. 

This is the dipole approximation. The ED transition operator is given by: 

 

T b
e

mc
A1 0( ) ( ) .

,

ED = ◊Â k k

k

e pl l
l

 (2.29)

2.4.2 ELECTRIC QUADRUPOLE TRANSITIONS

The next term in the Taylor expansion is i(ekλ · p)(k · r). The squared matrix elements 

from this term are smaller by (k · r)2. It is customary to rewrite this operator as: 

 
i i i( )( ) [ ( ) ] [ ( ) ].e p k r e pr rp k e pr rp kk k kl l l◊ ◊ = ◊ + ◊ + ◊ - ◊1

2

1

2
 (2.30)

The symmetric combination gives rise to the EQ transitions. The antisymmetric 

 combination is part of the magnetic dipole transition, which is disregarded. The 

wavevector k is rewritten as (ω /c) times the unit vector k̂ and again the commutation 

law between the position operator r and the atomic Hamiltonian is used. One obtains: 

 
T k1( )

^
EQ μ ◊ ◊e rrkl  (2.31)

The matrix element of rr must be calculated, but because rr is not an irreducible 

 tensor, it is replaced by the quadrupole operator Q = rr − 1/3r2δij. This gives for the 

EQ transition operator: 

 
T k1( ) .

^
EQ μ ◊ ◊e Qkl  (2.32)

2.4.3 DIPOLE SELECTION RULES

We found that in the the fi rst approximation, x-ray absorption can be described 

with the dipole transition. Including this operator into the Fermi golden rule 

(Equation 2.24) gives for the x-ray absorption transition probability (Wfi ) per unit 

time (Weissbluth, 1978):

 
W

e

c c
n E Efi f i f i= Ô· Ô Ô ÒÔ - -

2 3

2

24

3�
�

W F F Wr d ( ).  (2.33)
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The fi rst term e2/h̄ c is the fi ne structure constant α. The second term is proportional 

to the excitation frequency Ω to the third power. In practice, both the radiation fi eld 

n (number of photons) and the excitation frequency Ω are not infi nitely sharp but 

have a certain range of values. 

In the case of an atom, the wave functions can be given J and M quantum 

numbers. The matrix element can be separated into a radial and an angular part 

according to the Wigner–Eckart theorem:

· Ô ◊ Ô Ò = -
-

È

Î
Í

˘

˚
˙ · Ô ◊ Ô-F F Ff q i

J M
f qJM J M

J J

M q M
J( ) ( ) ( ) ( )e r e rl ¢ ¢

¢
¢

1
1

FFi J( ) .¢ Ò  (2.34)

The radial matrix element defi nes the line strength of a transition via:

 

S = e2 . ⏐ 〈 Φf (J) ⏐ eq ∙ r ⏐ Φi(J′)〉 ⏐
2. (2.35)

The triangular relations of the 3J-symbol determine the selection rules for x-ray 

absorption. The overall momentum quantum number J cannot be changed by more 

than 1; thus Δ J = +1, 0, or –1. The magnetic quantum number M is changed accord-

ing to the polarization of the x-ray, that is, ΔM = q. In addition, because the x-ray has 

an angular momentum of lhv = 1, conservation of angular momentum gives Δlj = +1 

or –1; the angular momentum of the excited electron differs by 1 from the original 

core state. As x-rays do not carry spin, conservation of spin gives Δsj = 0. For  linearly 

polarized x-rays impinging on a sample under normal incidence, q = ±1, and for 

grazing incidence, q = 0. This gives a difference in the value of the 3J symbol, and 

hence (in potential) a polarization dependence. For circularly polarized x-rays, a 

dependence is found for a magnetic ground state. For an atomic nonmagnetic 

ground state, M = ±J, and the 3J symbol is identical for q = ±1. The consequences 

for XMCD are discussed in Chapter 7. For extended fi nal states (the Bloch-like 

wave functions in density functional methods), J is not a good quantum number 

and the only selection rules are Δlj ± 1 and Δsj = 0. In the case of an excitation from 

a 1s core state, only p fi nal states can be reached; from a p core state, s and d fi nal 

states can be reached. 

2.4.4  TRANSITION PROBABILITIES, CROSS SECTIONS, 
AND OSCILLATOR STRENGTHS

The x-ray absorption transition probability per unit time was given in Equation 2.33. 

It can be rewritten with the line strength S as:

 

W
c c

n
J J

M q M
S E Efi f i=

-
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W W
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d ( ).  (2.36)

Omitting degeneracies and assuming the squared 3J-symbol to be unity, the transi-

tion probability yields:

 
W

c c
nS E Efi f i= - -1 4

3
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�

W Wd ( ).  (2.37)
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The transition probability is proportional to the number of photons (n) or the photon 

fl ux (FP). The x-ray absorption cross section (σ) is a property that is given by the 

transition probability divided by the photon fl ux as:

 
F n

cP = W2

2p�
.  (2.38)

This yields for the x-ray absorption cross section (σ) given in m2:

 

s p d= = - -
W

F c
S E Efi

P
f i

4

3

2W W( ).�  (2.39)

The cross section is directly proportional to the oscillator strength f as:

 
s p= 2

2 2e

mc
f .  (2.40)

The oscillator strength is a dimensionless quantity. We have omitted the role of the 

degeneracies of the initial and fi nal states from the present discussion.
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E Ef i f i= Ô· Ô Ô ÒÔ - -2

3

2W F F W
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(2.41)

2.4.5  CROSS SECTION, PENETRATION DEPTH, 
AND EXCITATION FREQUENCY

The delta-function implies that an infi nitely sharp line is assumed. In experiment, 

this is not the case because of the lifetime broadening of the x-ray absorption lines, 

as discussed in Section 2.1.2. The lifetime broadening modifi es the maximum cross 

section. We assume a monochromator that provides a constant energy within a 0.1 eV 

interval. If the lifetime broadening constant Γ is 0.2 eV, the lifetime broadening is 

0.4 eV. With a lifetime broadening of 0.4 eV and a single δ-function resonance, there 

remains ~15% of the cross section at a 0.1 eV interval at the maximum. This defi nes 

the actual x-ray absorption cross section (σΓ or σ):

 
s pª ◊0 15

4

3

2

. .
W

c
S  (2.42)

The x-ray absorption cross section determines directly the penetration depth (λp) of 

the x-rays via λp = 1/ρσ, where ρ is the density of the system. The cross section is 

typically given in Å2. It is then convenient to defi ne the inverse density, or in other 

words, the space used by a single atom as Vat = 1/ρ. In case of La metal, Vat is approx-

imately 37 Å3 and the theoretical cross section σδ = 1 Å2, yielding a cross section σ 

of 0.15 Å2. Together, this yields a penetration depth:

 
L p atV= ª/s 200 Å.  (2.43)

This penetration depth is very short. In the case of 3d transition metals, the cross 

 sections are smaller but the atomic volumes are also smaller. Typical values are 
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σ = 0.05 Å2 and Vat = 10 Å3, again yielding penetration depths of only 200 Å at the 

peak maxima of the L3 edges. We can now also determine the average frequency 

with which each atom is excited. Assuming a beamline with a spot size of 20 × 20 

μm, the volume where all (actually 65% of all) photons are absorbed is (20 × 104) × 

(20 × 104) × 200 = 8 × 1012 Å3. In the case of harder x-rays, the attenuation length 

goes up to ~2 μm at 10 keV, increasing the absorbance volume to 8 × 1014 Å3. Note 

that with soft x-ray microscopes, the volume will drastically decrease. For example, 

for beamline 11.0.2 at the ALS, the spot size is 20 × 20 nm, implying an absorbance 

volume of 8 × 106 Å3. In the case of a 3d metal, a volume of 8 × 1012 Å3 contains ~1012 

atoms. Assuming a fl ux of 1012 photons per second, this implies that each atom is on 

average excited every second. At 10 keV, this number will go down to 0.01 excitations 

per second. Beamline 11.0.2 with a fl ux of 109 photons per second and ~106 atoms in 

the absorbance volume reaches a hit-frequency of 1000 excitations per second.

With a core hole lifetime of 10−15 s, it is clear that there is virtually no change of 

hitting an already excited atom with yet another photon. Off resonance, the L edge 

cross section drops by typically a factor of 100, decreasing the hit-frequency to less 

than once every 100 s. Each excitation process creates the possibility that the excited 

atom will be damaged; in particular, because of the ionization processes during core 

hole decay. If the excitation process leads to a signifi cant increased chance for 

 damage, it is obvious that after a few times, there will be serious damage. 

2.4.6 X-RAY ATTENUATION LENGTHS

The attenuation length is defi ned as the penetration depth into the material where the 

intensity is lowered to 1/e of its value at the surface. 1/e is equal to 0.37 implying that 

63% of the x-ray intensity is absorbed within the attenuation length. X-rays with ener-

gies less than 1 keV have an attenuation length of less than ~1 μm, implying that for 

soft x-rays to be transmitted through the sample, it has to be thin. Soft x-rays have a 

large absorption cross section with air; in particular, just above the oxygen K edge at 

530 eV and up to 1 keV x-rays, the transmission through 10 cm of air is less than 10%. 

This implies that the experiments have to be performed either in a vacuum or with 

short optical paths. The x-ray transmissions and associated attenuation lengths can be 

calculated from the Web site of the center for x-ray optics (http://www-cxro.lbl.gov/).

2.5 INTERACTION OF ELECTRONS WITH MATTER

Core level spectra can also be measured with electrons. Depending on the energy (E) 

and momentum transfer (q) of the electron, one obtains a few different transition 

operators for the core transitions (Table 2.3). In short:

 1. High E, low q: dipole operator

 2. High E, not low q: dipole plus quadrupole operator

 3. Low E: Coulomb operator

The most common route to measure core level spectra with electrons is using EELS 

in an electron microscope. Usually the momentum transfer is minimized and 

one obtains the dipole operator. Electron microscopes use energies of 100–300 keV. 
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With these energies, the electron can be approximated as a plane wave (eiqr) and the 

cross section for inelastic scattering is given by:

 
s dμÔ· Ô Ô Ò Ô - -F F Df i f iE E Ee

iqr 2
( ),

 
(2.44)

where ΔE is the electron energy loss. We expand the exponential factor as:

 
e

iqr q r q r= + ◊ - ◊ + ◊◊ ◊1
1

2

2
( ) .  

(2.45)

For small scattering angles, q ⋅ r is small and all terms except q ⋅ r can be neglected. 

Within this dipole approximation, the EELS spectrum is exactly proportional to the 

x-ray absorption cross section: 

 
s s dEELS XASμ μÔ· Ô ◊ Ô Ò Ô - -F F Df i f iE E Eq r 2

( ).  (2.46)

Because a high energy x-ray can also be approximated with a plane wave, exactly the 

same line of reasoning can be followed and x-ray energy loss (better known as XRS), 

can be measured on the same cross section as EELS and XAS:

 
s s sXRS EELS XASμ μ .

 
(2.47)

In the case of larger scattering angles, the dipole approximation is not valid anymore 

and the quadrupole transitions become more important. In principle, this allows the 

EELS and XRS measurements to be tuned to, respectively, dipole and quadrupole 

transitions. The quadrupole transition operator also allows monopole transitions, for 

example, 1s2s transitions in Li (Krisch et al., 1997). 

X-rays from synchrotron radiation sources are usually linearly polarized and for 

XMCD experiments, circular polarized x-rays are used. In the case of electrons, 

things are different. Recently, it has been shown that the relativistic effect on high-

energy EELS effectively creates a linear polarization in the inelastic electron scatter-

ing within the dipole approximation. The direction of the linear polarization of the 

 electrons (Q*) is given as (Schattschneider et al., 2005):

 

Q*
Q k

=
+

- ◊
E qE V c

Q k V c

( )

( )( )
^ ^

2 2

2 21
 (2.48)

where QE is the wavevector, θE the scattering angle, k the incident electron wavevector, 

V the incident electron velocity, and c the speed of light. The effective wavevector 

Q* determines the two polarizations, respectively, σ ⊥ Q* and σ || Q*. Because 

high-energy EELS is typically measured in a TEM with sub-nanometer resolution, 

one usually measures an oriented region, that is, single crystal region for crystals.

In the case of low-energy electrons, the transition operator cannot be approxi-

mated with a plane wave and the actual Coulomb operator 1/r for electron scattering 

has to be used (Ogasawara and Kotani, 1996). It can be shown that the cross section 

can be written as:

 
s dLE-EELS effμÔ· Ô Ô Ò Ô - -F F Df i f iT E E E2

( ).
 

(2.49)
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The fi nal states that will be reached are the same as in XAS and high-energy EELS, 

but the matrix elements will be different. Teff contains a summation over all direct 

Coulomb scattering and exchange scattering from the initial state (Φi) and electron 

(εi) to the fi nal state (Φf) and scattered electron (εf):

 

T a ai i f f i i f f

i j

i feff = · Ô Ô Ò - · Ô Ô ÒÈ
ÎÍ

˘
˚̇Â F F F Fe e e e1 1

r r
,

*
..  (2.50)

The selection rules for LE-EELS are much more relaxed and many more fi nal states 

are allowed. In particular, there will be signifi cant intensities for nondipole transi-

tions, such as the ΔJ = 3 transition. Examples are given in Chapter 6.

2.6 X-RAY SOURCES

Röntgen discovered x-rays whilst working with cathode-ray tubes (Röntgen, 1896). 

Using the principle of fast electrons hitting a metallic target, the fi rst substantial gain 

in brilliance was not obtained until the introduction of the rotating anode sources in 

1960. In an x-ray tube, electrons are accelerated between the anode and the cathode. 

When they hit the cathode with high energy, they are decelerated through inelastic 

collisions with atoms in the target material. If the energy of the electrons is high 

enough, this produces a continuous spectrum of x-rays. In addition, the impinging 

high-energy electrons excite core electrons from the cathode material. Core holes 

decay, in part, via radiative processes in which a shallow core electron fi lls a deep 

core hole, thereby emitting x-rays. These x-rays are characteristic for the cathode 

material and are confi ned to only a few energies. 

X-ray tubes are used in many x-ray applications, for example, medical x-ray images 

and laboratory sources used in x-ray photoemission and x-ray diffraction. In x-ray 

spectroscopy, however, the role of x-ray tubes has been declining over the last few 

decades. The main reason is that x-ray tubes produce a maximum fl ux/brightness of 

1010 photons per second, whereas x-rays produced with synchrotrons reach up to 1019 

photons per second. The photon counts are usually given with the brightness. The 

brightness is normalized to an area of 1 mm2 and further normalized to the x-ray 

beam divergence and the energy (range). It is clear that with 109 times more photons 

per second, much faster experiments can be carried out. In addition, it allows a range of 

new experiments that have low x-ray cross sections. It should be noted that the x-rays 

produced with synchrotrons have a very high intensity, but still they cannot be consid-

ered as x-ray lasers, because, in general, they have insuffi cient coherence. In addition 

to the fl ux/brightness, synchrotron x-rays have other important features that can be 

used [e.g. tunability, polarization properties, time structure, and (focal) spot size].

2.6.1 SYNCHROTRON RADIATION SOURCES

The name “synchrotron radiation” refers to the continuous band of electromagnetic 

spectrum that was accidentally discovered in a General Electric electron synchro-

tron in 1947. It includes infrared, visible, UV, and x-ray radiation. Around 1970, the 

fi rst generation of synchrotron sources appeared. They used high-energy physics 
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accelerators in parasitic mode. In these storage rings, the high-energy electrons were 

defl ected by a magnetic fi eld to keep them in the ring. The x-rays that were produced 

as such were considered a nuisance and were minimized. They could still be used 

for x-ray experiments. These experiments proved so promising that a number of 

 dedicated second-generation sources were built around 1980. Third-generation 

 synchrotron sources appeared in the 1990s, using a combination of focused electron 

beams and insertion devices. The resulting x-ray beams reach up to 1019 photons per 

second. An overview of all synchrotron radiation sources is to be found at http://

www.lightsources.org/.

In a synchrotron, electrons are generated and accelerated to the desired energy 

before they are stored in a ring: the so-called storage ring. Without the presence of an 

external magnetic fi eld, the electrons will travel in a straight line, but when a magnetic 

fi eld is applied they will bend because of the Lorentz force, which is  proportional to 

the electron velocity (ve) and the magnetic fi eld B (neglecting relativistic effects): 

F ∝ ve · B. This force causes an acceleration of the particles and therefore radiation is 

formed. This radiation is emitted in the direction of motion of the particle. Within the 

bending magnet, the electron changes direction and a radiation beam in between 

the original and the new electron direction is emitted. The creation of radiation will 

cause the velocity of the electrons to reduce and therefore the radius of the circular 

orbit will decrease. After a short period the electrons will have lost their energy and, 

in order to prevent this, the energy loss is compensated by a radio frequency cavity. 

During the bending of the electron beam, a wide spectrum of radiation is formed. 

Between the magnets, the electrons follow a straight path without the formation 

of radiation. Insertion devices can be placed in the electron beam in order to produce 

radiation. Examples of such devices are wigglers and undulators. Basically, these 

devices change the directions of the electrons continuously up and down and/or left 

and right along the straight path in order to produce more radiation than with a 

 bending magnet. In an undulator, the electron beam is periodically defl ected by weak 

magnetic fi elds. The spectral resolution of the radiation is proportional to the number 

of undulator periods and varying the magnetic fi eld (i.e. the undulator gap), shifts 

the resonance wavelengths. Most radiation is emitted within a very small angle. 

Increasing the magnetic fi eld creates relativistic effects and causes the motion of 

electrons in an undulator to become distorted. Many harmonics are generated that 

merge into a continuous spectrum from IR to hard x-rays. Compared to bending 

magnet radiation, wiggler radiation is enhanced by the number of magnet poles.

2.6.2 X-RAY BEAMLINES AND MONOCHROMATORS

An XAS spectrum originates from the fact that the probability of an electron to be 

ejected from a core level is dependent on the energy of the incoming beam. For this 

reason, the energy of the x-rays is varied during an experiment. Of course, this 

requires a monochromatic beam. However, the radiation generated by a synchrotron 

is polychromatic. Therefore, the desired wavelength has to be fi ltered from the poly-

chromatic beam. For this purpose, a monochromator is installed in the beamline. In 

the case of hard x-rays, the monochromator is based on crystal optics. The incoming 

beam is diffracted on a crystal and the wavelength of the diffracted beam is given by 

Bragg’s law nλ = 2d sin θ. By varying the angle θ between the x-ray propagation 
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direction and the surface of the crystal, the energy of the x-ray beam can be varied. 

Typically one uses Si crystals, for example, Si(111) or Si(311). The diffraction plane 

determines the distance d and as such the angle θ needed for a particular energy. 

It also determines the energy resolution and because the life time broadening is usu-

ally above 1 eV, these crystals provide suffi cient resolution. Higher resolution experi-

ments need crystal planes with larger values of h2 + k2 + l2, for example, Si(220). 

In principle, one crystal is enough to obtain the desired wavelength of the beam. In 

practice, a double crystal monochromator is used in order to obtain an outgoing beam 

that is parallel to the incoming beam. After the beam has passed the monochromator, 

its intensity (I0) has to be measured. This can be done by an ionization chamber. 

In the next step, the x-ray interacts with the sample of interest. To measure the 

 intensity after the sample a second ionization chamber can be used. This is the trans-

mission mode of x-ray absorption. 

Soft x-ray absorption experiments have much longer wavelengths (λ) and as such 

need crystal optics with large d-spacing. Between 800 eV and 1500 eV, beryl 

[Be3Al2(SiO3)6] crystals with a d-spacing of 15.95 Å are used. Below 800 eV, crystals 

with even longer d-spacing could be used but organic crystals, for example, were 

found to be quickly damaged by the x-ray beam. As a consequence, artifi cial  gratings 

for the soft x-ray range were used. In the late 1980s, the Dragon (Chen and Sette, 

1989) and SX700 monochromators (Petersen, 1982) were using artifi cial gratings, 

which dramatically improved the experimental resolution. An artifi cial grating has a 

much larger d-spacing. This implies that to reach the correct energy range, the 

 gratings must be hit under grazing incidence. Recent improvements in the quality 

and line density (= d-spacing) of artifi cial grating means that they are now used for 

higher energies (i.e. ~1.5 keV).

2.6.3 OTHER X-RAY SOURCES

The x-ray anode, as used for the last 100 years for laboratory x-ray experiments and 

a number of other sources, still has promising uses for future applications. The 

 principle is that a high-voltage difference is created and electrons are impacted on a 

metal anode thereby creating core holes. The x-ray emission of these core holes 

 produces x-rays related to the various characteristic lines. In addition, very low 

intensity continuous x-rays are created (via Bremsstrahlung) that were used for x-ray 

absorption experiments until the development of synchrotron sources. The mecha-

nism of Bremsstrahlung radiation involves the transition from the incoming electron 

into an unoccupied state. The energy lost in this process is emitted as x-rays, and 

this process is, in fact, used to measure the empty density of states via BIS or IPES. 

Effectively BIS yields, for a single electron energy, a white x-ray spectrum over a 

range of say 100 eV with all energies up to the original electron energy. These x-rays can 

be used in turn for an x-ray absorption experiment. The count rates of such experiments 

are probably over 1010 times lower than synchrotron experiments. If the electrons 

are created with a laser, x-ray anodes can be turned into pulsed x-ray sources.

Soft x-rays can be generated using high harmonics of optical range lasers. The 

procedure is to excite a rare gas (e.g. neon), which in turn will produce a pulse of 

high harmonics up to several 100 eV of x-ray energy (Froud et al., 2006). Harder 

x-rays can be produced from plasma sources. A metal is excited with a powerful 
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laser, where the system can be optimized for characteristic x-rays or continuum 

x-rays. As far as the creation of the (harder) x-rays is concerned, it could essentially 

be viewed as a more intense variant of an x-ray anode, where the anode is turned into 

a plasma. Pulsed x-ray anodes, high harmonics and plasma sources are, in particular, 

useful for time-resolved experiments and plasma sources are strongly researched 

with respect to extreme UV (EUV) lithography (Bressler and Chergui, 2004).

A rather special x-ray source is formed naturally in space. They are used for 

x-ray absorption experiments in astronomy including the study of interstellar space 

by way of its x-ray absorption properties and by using pulsars as the x-ray source in 

combination with satellite x-ray detectors (de Vries et al., 2003a; Juett et al., 2004).

2.7 ELECTRON SOURCES

The principles of electron sources are relatively straightforward. The electrons are 

created by heating a cathode in a vacuum. The created electrons are then accelerated 

by an electric fi eld. Instead of creating the electrons by heat, they can also be created 

by fi eld emission. In fi eld emission, a very large electric fi eld extracts electrons out 

of the metal and, because of the presence of the fi eld, this process takes place at a 

lower temperature then the usual thermionic emission. A lower temperature implies 

an electron beam that has a better-defi ned energy due to a smaller thermal broaden-

ing. An electron beam with high-energy resolution can also be obtained by using 

electric and/or magnetic lenses. Popular electron monochromators are hemispherical 

magnetic analyzers, as also used in PES, or the so-called Wien-fi lter, perpendicular 

electric and magnetic fi elds that are both perpendicular to the electron trajectory.

The energy of the electron source can be selected by the applied fi eld in the 

 electron accelerator and the energy resolution by the electron gun used plus any 

additional electron monochromators. High-resolution EELS experiments can, for 

example, be performed by using a hemispherical analyzer in the electron source 

stream and a second one as detector. This setup has been used by the high-resolution 

EELS setup of Fink (Fink et al., 1985; Fink, 1992) and it is also used in some high-

resolution TEM-EELS microscopes. The most popular design of the EELS analyzer 

in TEM microscopes is at present, the GATAN electron analyzer coupled to a fi eld 

emission gun, with or without monochromator. This yields energy resolutions for 

core levels below 0.2 eV (Krivanek et al., 1985; Krivanek and Patterson, 1990; 

Mitterbauer et al., 2003).
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 3 Many-Body Charge-
Transfer Effects in 
XPS and XAS

3.1 INTRODUCTION

In this chapter, the many-body charge-transfer effects in x-ray photoemission 

 spectroscopy (XPS) and x-ray absorption spectroscopy (XAS) are discussed. As the 

charge-transfer effect plays a more important role in XPS than it does in XAS, the 

major part of this chapter is devoted to XPS.

As already mentioned in Chapter 1, the development of XPS started from one-

electron features and progressed to the analysis of elements in solids and the 

chemical analysis of molecules and solids. Subsequently, because of the progress 

that was made in experimental techniques, the many-body charge-transfer effect in 

XPS spectra became the main object in the study of XPS. A typical example is the 

anomalous XPS spectrum of simple metals resulting from an orthogonality catastro-

phe. More drastic charge-transfer effects were observed in f and d electron systems 

where charge transfer occurs from conduction (or valence) band states to the f or d 

electron states in order to screen the core-hole potential. This causes a splitting of the 

XPS spectra into well-screened and poorly-screened fi nal states. By analysis of the 

charge-transfer effect in XPS, important information on valence electron states (VES) 

was found, including the f or d electron states. For mixed valence Ce compounds, in 

particular, the weight of the f electron occupancy in the ground state was estimated 

to be the most important (microscopic and local) information. Also, for various 

 transition metal (TM) compounds, characteristic features of the insulating energy 

gap have been derived as well as the mixed valence features of the ground state.

In this chapter, a basic description of the XPS process is given together with 

general expressions of many-body charge-transfer effects in XPS. Then, the XPS 

features in simple metals, La metals, and mixed valence Ce intermetallics are 

described, followed by some discussions on the charge-transfer effect in XPS of 

insulation Ce compounds and insulating TM compounds. In this chapter, we confi ne 

ourselves to theoretical descriptions where the charge-transfer effect is mainly taken 

into account with the single impurity Anderson model (SIAM) (or cluster model), 

but the multiplet coupling effect is disregarded. The multiplet coupling effect usually 

plays a minor role in the XPS process compared to that of the charge-transfer effect. 

More  complete descriptions of XPS spectra by charge transfer multiplet (CTM) 

 theory (including both charge transfer and multiplet effects) are given in Chapter 5.

After treating the XPS spectra, similar descriptions of many-body charge-transfer 

effects in XAS are then given. However, in general, the charge-transfer effect in XAS 
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proves to be much weaker than that in XPS. In the case of XAS, the core-hole poten-

tial is mainly screened by the photo-excited electron itself, and this suppresses the 

screening effect because of the charge-transfer effect. In XPS, the photo-excited 

electron does not screen the core-hole potential. The multiplet coupling effect and the 

crystal fi eld effect play a more important role in XAS spectra than the charge-transfer 

effect. In Chapter 4, the analysis of various XAS spectra by ligand fi eld multiplet 

(LFM) theory is given, where the effects of multiplet coupling and crystal fi eld are 

taken into account but the charge-transfer effect is disregarded. CTM theory is 

 covered in Chapter 6.

3.2 MANY-BODY CHARGE-TRANSFER EFFECTS IN XPS

3.2.1 BASIC DESCRIPTION OF THE XPS PROCESS

We divide our system into three subsystems: (i) a core electron system described by 

a single-electron wave function | φc  〉 with energy εc, (ii) a photoelectron system 

described by | φnk 〉 with energy εnk [which is a Bloch state specifi ed by a band index 

n and a wavevector k inside a crystal, but connected to a plane wave with energy 

ε (= εnk) outside the crystal], and (iii) the VES. The subsystems (i) and (ii) are treated 

as independent single particles, except that a core hole left behind in the fi nal state of 

XPS couples with the subsystem (iii) by a general interaction U. We disregard the 

interaction between (ii) and (iii). Then the interaction U is applied suddenly by the 

core electron excitation, and this treatment is denoted as the sudden approximation. 

The sudden approximation is valid in usual XPS experiments where the kinetic 

energy ε is suffi ciently high. A more detailed description of the sudden approxima-

tion is given in Appendix A where the formulation of the XPS spectrum is made 

more precisely than in the present subsection. Note that care must be taken that the 

interaction of (ii) and (iii) does not give rise to a fi nite mean free path of the photo-

electron. If the mean free path of the photoelectron is only a few times the lattice 

constant of the material system, the XPS spectrum is surface sensitive. We discuss 

this point at the end of this subsection (and also in Appendix A).

The subsystem (iii) is treated by the many-electron picture, and the Hamiltonian 

is generally written as H0 and H (= H0 + U) in the initial and fi nal states of XPS, 

respectively. The ground state | 0 〉 and each fi nal state | f 〉 of the VES (iii) satisfy the 

following equations:

 H0 | 0 〉 = E0 | 0 〉, (3.1)

 H | f 〉 = Ef | f 〉. (3.2)

If we disregard the interaction U, the XPS spectrum for incident photon energy h̄Ω 

and the photoelectron kinetic energy ε is simply expressed, by the Golden Rule, as 

 

F

f

n

n c n c n

c

( , ) ( ) ( )

( ) (

,

e f f d e e d e eW W= · ◊ Ò - - -

= - -

Â| | | |
k

k k kp e 2 �

e d e e ��W),
 (3.3)
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where

 

f
n

n c n( ) ( ).
,

e = · ◊ Ò -Â| | | |
k

k kp ef f d e e2

 
(3.4)

Here, p ∙ e represents the electric dipole transition operator (apart from a constant 

factor) for the incident photon polarization e. Therefore, in this one-electron approxi-

mation, the XPS spectrum exhibits a single line at ε − εc − Ω = 0. Here the origin 

of energies ε and εc is arbitrary, but in order to explicitly take the origin of ε at the 

vacuum level εvac (as usually done), we rewrite this equation as

 
( ) ( ) ,e e e e- + - - =vac vac c �W 0  (3.5)

and replace ε − εvac by ε. Further, we put the equation εvac − εc = φ + (εF − εc), then 

Equation 3.5 reduces to Equation 1.1 of Chapter 1.

Now we consider the effect of U. The initial and fi nal states, respectively, are 

given by the direct products | φc  〉 | 0 〉 and | φnk  〉 | f 〉 whose energies are εc + E0 and 

εnk + Ef . Therefore, Equation 3.3 is modifi ed to

 
F f E E

n f

n c n c f( ) ( ) (
, ,

e f f e e e, W W= · ◊ Ò · Ò - + - - -Â | | | | | | |
k

k kp e 2 2

00 d d� eenk )

= · Ò - + - -Âf f E E
f

c f( ) ( ).e d e e| | |0
2

0 �W
 

(3.6)

It is to be noted that the overlap integral 〈 f |0 〉 has in general a fi nite value even 

if | f 〉 ≠ |0 〉, because the Hamiltonian for | f 〉 is different to that for |0 〉. In the usual 

situation of XPS, the function f(ε) changes very slowly with ε so that we put it as a 

constant. Furthermore, we defi ne the binding energy EB by

 
EB c= - +�W e e ,  (3.7)

taking its origin appropriately, and write the XPS spectrum F(ε, Ω) as F(EB). If we 

normalize the intensity of F(EB) by

 
dE F EB B( ) ,=Ú 1  (3.8)

then F(EB) is given by

 

F E f E E EB

f

B f( ) ( ).= · Ò - +Â| | |0
2

0d
 

(3.9)

For more detailed derivation of the XPS formula, see Appendix A.
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In the previous derivation of the XPS spectrum F(EB), the mean free path of the 

photoelectron is assumed to be infi nite. However, the mean free path is fi nite and 

strongly depends on the kinetic energy of the photoelectron. Experimental data for 

the electron mean free path in various materials are shown in Figure 3.1 as a function 

of the electron kinetic energy. The behavior of all the data points is represented by 

the solid curve, which is called the “universal curve.” If the electron energy is lower 

than 10 eV or higher than several keV, the mean free path is much larger than the lat-

tice constant of the material systems; then our assumption of the infi nite mean free 

path is acceptable and the expression of F(EB) given above is almost correct. On the 

other hand, for an electron energy of 10 eV to 500 eV, the mean free path is less than 

10 Å, which means that photoelectrons excited within a depth of 10 Å from the 

 surface (denoted by escape depth) can be detected and the XPS spectrum is surface-

sensitive. Care has to be taken regarding whether the relevant XPS experimental 

data detects the bulk electronic states or the surface electronic states.

3.3 GENERAL EXPRESSIONS OF MANY-BODY EFFECTS

3.3.1 GENERAL DESCRIPTION

From a general viewpoint, how the response of VES to the core hole charge is 

refl ected in the XPS spectrum (Kotani, 1987) is shown here. The multiplet coupling 

effect caused by the multipole Coulomb interaction within VES and between the 

VES and core states is disregarded. However, the charge-transfer effect is fully taken 

into account.

FIGURE 3.1 The electron mean free path in nanometres is given as a function of the energy 

of the escaping electron above the Fermi level. (From Seah, M.P., and Dench, W.A., Surf. 
Interf. Anal., 1, 2, 1979. With permission.)
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The XPS spectrum (Equation 3.9) can be rewritten in the following integral 

form: 

 

F E E E E f fB B f

f

( ) ( )= · - + Ò · ÒÂ0 00| | |d  

(3.10)

 

= · - + Ò

= Ê
ËÁ

ˆ
¯̃

•

Ú

0 0

1

0

0

| |d ( )

Re exp ( ),

E H E

t
E

t g t

B

B

p� �
d i

where

 g(t) = 〈 0(t) | f(t) 〉, (3.11)

 

| |f t
H

t( ) exp ,Ò = -Ê
ËÁ

ˆ
¯̃

Òi
�

0  (3.12)

 

| |0 00( ) exp ,t
E

tÒ = -Ê
ËÁ

ˆ
¯̃

Òi
�

 (3.13)

and we have used Equations 3.1 and 3.2. For t ≥ 0, | f (t) 〉 represents the time varia-

tion of VES caused by the interaction with the core hole U, because exp[–i(H/ )t] is 

the time development operator driven by the Hamiltonian H. The function g(t) is 

the overlap integral between the state | f (t) 〉 and the ground state | 0 (t) 〉 without a 

core hole. Thus, g(t) directly refl ects the many-body response of VES to the core-hole 

potential, and the XPS spectrum F(EB) is given by the Fourier transform of g(t). Note 

that if we extend g(t) as an even function to the region t < 0, F(EB) is related 

to g(t) by the usual Fourier transformation for −∞ < t < ∞. We denote g(t) as the 

“generating function.”

In the following, we put 〈 0 | U | 0 〉 = 0 by assuming that 〈 0 | U | 0 〉 is already 

included in εc. Then, U describes the relaxation effect (or the redistribution effect) of 

VES caused by charge transfer because of the core-hole potential. If we neglect the 

effect of U by putting U = 0 in the above equations, the generating function g(t) 
reduces to g(t) = 1, independent of time t. Then, the XPS spectrum F(EB) is given 

by a δ-function δ(EB), namely the one-electron approximation for F(EB) given by 

Equation 3.3.

When U ≠ 0, we can describe the behavior of g(t) in a more explicit way. To this 

end, g(t) is written as

 g(t) = 〈 0 | S(t) | 0 〉 (3.14)

where 

 
S t H t H t

( ) .= e e
i( ) i( )0 / /� �-

 
(3.15)
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By taking derivative of S(t), we obtain the differential equation for S(t):

 

d

d
e e

ii( / ) i( / )0
S t

t

i
H S t H U S t U t SH t( )

( ) ( ) ( ) ( ) (= - +{ } = -
� �

� �
0 0

0 - H t tt),
 

(3.16)

where

 
U t UH t H t

( ) .= e e
i( ) i( )0 0/ /� �-

 
(3.17)

By the iterative integration of the integrative equation, we have

 

S t t U t t t U t U t
t tt
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ˆ
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È
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˘

˚
˙
˙Úi

d
�

0  

(3.18)

where Tτ is the time-ordering operator. Therefore, g(t) is represented by

 

g t T t U t
t

( ) exp ( )= · - ¢ ¢
È

Î
Í
Í

˘

˚
˙
˙

Ò ◊Ú0 0

0

| |t
i

d
�

 

(3.19)

3.3.2 GENERATING FUNCTION AND DIELECTRIC RESPONSE

By using the second-order cumulant approximation with respect to U, the generating 

function g(t) is expressed as

 

g t t t C t t

tt

( ) exp ( ) ,= - -
È

Î
Í
Í

˘

˚
˙
˙ÚÚ1

2 1 2

0

1 2

0

1

�
d d  (3.20)

where C(t1 − t2) is the time-correlation function of U defi ned by

 C(t1 − t2) = 〈 0 | U(t1) U(t2) | 0 〉. (3.21)

In many cases, the approximation is very good. Applying this formula to the 

dielectric response of VES and taking into account the Coulomb potential of the 

core hole charge, U is given by

 

U
Vs

= -Â1 r fq q
q

,

 

(3.22)

where Vs is the volume of the system, ρq is the q component of the polarization 

charge of VES and

 φq = 4πe/q2, (e > 0). (3.23)
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Hereafter, we choose the volume of the system as unity for simplicity. Substituting 

Equation 3.22 into Equation 3.21, we have 

 

C t t t t( ) ( ) ( ) .1 2 1 20 0- = · Ò-Âf r rq q q
q

2 | |  (3.24)

In order to extend the theory to the fi nite temperature case, the ground state 

expectation value in this equation is replaced by the thermal average 〈 ρq(t1)ρ−q(t2) 〉. 
We use the following relation between the charge correlation function and the 

 dielectric function ε(q, ω):
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È
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•

Úr r
p e w

-

-q q q
( ) ( ) Im

( , )

)

t t
q t t

1 2

2

2
4

11 2�
d

e

1 e

i

w
w

bw

(

−
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˚
˙ ,  (3.25)

where β = 1/kBT. The generating function is fi nally expressed in the form
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(3.26)

3.3.3 XPS SPECTRUM AND ITS LIMITING FORMS

Several quantities, which characterize the features of the XPS spectrum are now 

defi ned. First, a spectral function J(ω) is defi ned by the Fourier transform of the 

 correlation function C(t):

 J t C t t
( ) ( ) .w

p
=

-•

•

Ú1

2
d e

iw
 (3.27)

Then, Equation 3.20 is rewritten as
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so that the XPS spectrum is expressed as
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(3.29)

By expanding the exponential function in Equation 3.29 in the Taylor series, we 

obtain

 

F E F EB n B

n

( ) ( ),=
=

•

Â
0

 (3.30)

where 

 
F E EB

S
B s0 ( ) ( )= --

e d D  (3.31)
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and
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Here, the quantities S and Δs are defi ned as

 

S
J=

-•

•

Ú dw w
w
( )

( )
,

� 2
 (3.33)

 

Ds

J=
-•

•

Ú dw w
w

( )
.

�
 (3.34)

We remark that exp(−S) is the intensity of the “zero line” and Δs represents the 

“relaxation energy” of the VES because of interaction U. The behavior of Fn(EB) 

is shown schematically in Figure 3.2. In the case of U = 0, we have Fn(EB) = δ(EB) 

as shown with the dashed line. For U ≠ 0, the discrete line F0 (the zero line) shifts by 

Δs with the intensity reduced to exp(−S), and the sideband structures, Fn, take place. 

The integrated intensity of Fn obeys the Poisson distribution:

 

d eE F E
S

nB n B
S

n

( )
!
.= -

-•

•

Ú  (3.35)

In the following, two limiting forms of F(EB) in the slow and rapid modu lation 

limits, are given. To this end, two characteristic times are defi ned. One is the decay 

EB

F3

F2

F1

F0

0 ΔS

FIGURE 3.2 Schematic shapes of decomposed XPS spectra F0–F3 as a function of the 

binding energy. (Reprinted from Kotani, A., Handbook on Synchrotron Radiation, North-

Holland, Amsterdam, 1987. With permission from Elsevier Ltd.)
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time τc of the correlation function C(t) and the other is the decay time τg of the gener-

ating function g(t).

3.3.3.1 Slow Modulation Limit

When τc >> τg, C(t) scarcely changes in the time interval 0 ≤ t ≤ τg; thus C(t) ≅ C(0) 

can be put in the integrand of Equation 3.20. Then g(t) can be approximated by the 

Gaussian form,

 

g t
D

t( ) exp ,= -
Ê
ËÁ

ˆ
¯̃

2

2

2

2�
 (3.36)

so that F(EB) is also given by the Gaussian function,

 

F E
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D
B
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ˆ
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2 22

2

2p
 (3.37)

where

 

D C J2
0= =

-•

•

Ú( ) ( ).dw w  (3.38)

Since τg is estimated as τg ≅ h- /D, the condition τc >> τg is equivalent to

 Dτc >> 1. (3.39)

3.3.3.2 Rapid Modulation Limit

When τc << τg, C(t) decays so rapidly that we can approximate J(ω) as a constant

 J(ω) = h- Γ/π (3.40)

with Γ = D2τc/ , then g(t) decays exponentially as

 

g t t( ) exp .= -Ê
ËÁ

ˆ
¯̃

G
�

 (3.41)

Therefore, the Fourier transform of it gives the XPS spectrum in the Lorentzian 

form:

 

F E
EB

B

( ) .=
+

G
G

p
2 2

 (3.42)

3.4 GENERAL EFFECTS IN XPS SPECTRA

3.4.1 SCREENING BY FREE-ELECTRON-LIKE CONDUCTION ELECTRONS

In the case where VES can be described by an electron gas system with the Coulomb 

interaction, the dielectric function is expressed in the random phase approximation as
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(3.43)

where εk = (  k)2/2m, and f(εk) is the Fermi distribution function. Now, consider the 

case where the core-hole potential is screened by the individual mode (i.e. by the 

low energy electron-hole pair excitations). By taking the low energy limit ω → 0 in 

ε(q, ω), it is seen that

 

Im
( , )

,
1

e w
w

q
È

Î
Í

˘

˚
˙ μ  (3.44)

so that from Equation 3.26, g(t) is found to behave for large t in the following asymp-

totic form

 g(t) ∝ t −α (3.45)

with a positive constant α. Then, the XPS spectrum F(EB) diverges at the threshold 

in the inverse power form

 F(EB) ∝ 1/EB
1−α, (3.46)

if the value α is smaller than 1 (where the shift of the threshold energy Δs is 

 disregarded). This spectral anomaly is called the “orthogonality catastrophe,” since 

it  originates from the fact that the ground state | 0 〉 of H0 is orthogonal with the 

ground state (say | 0̂ 〉) of H:
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Next, consider the case where the core-hole potential is screened by the collec-

tive mode (the plasmon). By disregarding the dispersion of the plasmon, we obtain 

from Equation 3.43
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where ωp is the plasma frequency given by

 ωp = (4πne2/m)1/2 (3.49)

with the electron density n. Therefore, we have
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by assuming β  ωp >> 1, and from Equations 3.30 through 3.32, we obtain
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where 
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Thus, the simultaneous excitation of plasmons is found to give rise to the satel-

lites at EB = Δ + n ωp in the XPS spectrum.

3.4.2 SCREENING BY LATTICE RELAXATION EFFECTS

In ionic crystals, for example, the core-hole potential is screened by the lattice 

polarization in the fi nal state of XPS. In this case, the XPS spectrum can be obtained 

by simply replacing the dielectric function of VES with that of the lattice polariza-

tion. Assuming lattice polarization because of the optical phonon in a diatomic ionic 

crystal, the dielectric function is given by
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so that we obtain
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Here, ε∞ and ε0 are, respectively, the high frequency and the static dielectric con-

stants, and ωl and ωt are, respectively, frequencies of longitudinal and transverse 

optical phonons whose dispersion is disregarded. In this system, the correlation time 

τc is estimated to be of the order of 1/ωl, and by assuming β  ωl << 1, the condition 

τc >> τg of the slow modulation limit is usually satisfi ed. Then, the XPS spectrum 

F(EB) is given by the Gaussian function of Equation 3.37, where D2 is obtained as

 

D q2
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21

4

1 1= - -
Ê
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ˆ
¯̃•
Âpb e e

fq
q

2
. (3.56)

Some remarks are given in the following:

 1. The slow modulation limit corresponds to the classical limit, where the 

Gaussian spectrum is easily obtained by the Franck–Condon principle with 

the confi guration coordinate model.

 2. The above result is also obtained by taking the interaction U as the usual 

Fröhlich-type interaction. 
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50 Core Level Spectroscopy of Solids

 3. When the condition τc >> τg is satisfi ed, the Gaussian broadening of the XPS 

spectrum occurs irrespective of the type of the relevant phonons (optical or 

acoustic).

3.4.3 SHAKE-UP SATELLITES

The electron-hole pair excitation in metals starts from ω = 0, but in semiconductors 

and insulators, the energy of pair excitation modes (exciton and band-to-band 

 excitation) is fi nite. Expressing the energy of the longitudinal exciton mode with 

wavevector q as εex(q), we have

 

Im
( , )

( ( )),
1

e w
d w e

q
q

È

Î
Í

˘

˚
˙ μ - ex

 (3.57)

so that the simultaneous excitation of the longitudinal exciton or band-to-band 

 electron excitation gives a satellite of the XPS spectrum at EB separated by εex from 

the main line. This is denoted by the shake-up satellite. The intra-atomic or intra-

molecular electron excitation also gives the shake-up satellite, although the 

formalism with the dielectric function is not appropriate in this case. 

3.4.4 LIFETIME EFFECTS

As shown in Chapter 2, the core hole has a fi nite lifetime because of the Auger 

 transition and the radiative transition.

3.4.4.1 Auger Transition

In the Auger transition, two occupied electrons with energies εi and εj are scattered 

by the Coulomb interaction to the core level εc and a state with εk above the ioniza-

tion threshold. The Auger transition is described by the interaction

 

U v ij ck a a a aA A k c i j

i j k

= ++ +Â ( ; )
, ,

h.c.

 

(3.58)

where al
+ and al (l = i, j, c, and k) are the creation and annihilation operators of the 

state l, respectively, and 
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(3.59)

with the wave function φl of the states l. Since UA explicitly includes the creation 

operator of the core state c, we apply our formalism to this case after including 
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εcac
+ac in H0 and H in Equations 3.1 and 3.2. Then the spectral function is 

obtained as

 

J t a U t U t a

v ij ck

c A A c
t t

A

( ) ( ) ( )

( ; )

( )w w= · Ò
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e e e e
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+ - -Ê
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ˆ
¯̃

◊Â k c i j

i j k
�

, ,  

(3.60)

It can be remarked upon that the Auger transition usually corresponds to the rapid 

modulation case with a very small τc because the excited electron with εk has a large 

velocity and moves very rapidly away from the relevant core electron site. Therefore, 

the XPS spectrum is expressed by the Lorentzian function of Equation 3.42 with

 

G A A i j k c

i j k

J v ij ck= = + - -Âp p d e e e e
�

( ) ( ; ) ( ).
, ,

0
2| |

 

(3.61)

3.4.4.2 Radiative Transition

In the radiative decay, any occupied electrons i make a transition to the core state c. 

The radiative transition is expressed by the electric dipole approximation as 

 

U v i c a a bR R

i

c i= +Â +
( ; )

, ,

q
q

q
+l

l
l h.c.,

 

(3.62)

where

 

v i c
e

m cqVR
s

c i( ; ) ,q p eql l= · ◊ Ò2p f f�
| |  (3.63)

as given in Chapter 2. Here, bqλ
+ is the creation operator of a photon with wave-

vector q and polarization λ, and Vs is the system volume in which the photon is 

 normalized. The radiative transition is also a very rapid process, and from the 

 calculation similar to that of the Auger transition, the XPS spectrum is given by the 

Lorentzian function with

 

GR R

i

i cv i c cq= - -Âp l d e e| |( ; ) ( ).
, ,

q
q l

2 �
 

(3.64)

The radiative transition is less important in determining the core hole lifetime 

than Auger transition, except for deep core holes. For deep K-shell holes, the radia-

tive process becomes more important when the atomic number Z becomes Z ≥ 31. 

In Figure 3.3 (see also Figure 2.1 of Chapter 2), we show the energy width of the 

K-shell hole due to the Auger and radiative processes as a function of atomic number 

Z (Kotani and Toyozawa, 1979).
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3.5 TYPICAL EXAMPLES OF XPS SPECTRA

3.5.1 SIMPLE METALS

The conduction band of simple metals can be described with the nearly free electron 

model. The orthogonality catastrophe and the plasmon satellite are actually observed 

in XPS of simple metals. In order to gain further insight into the orthogonality catas-

trophe, let us consider a simple metal where the conduction electrons are noninter-

acting spinless electrons described by the Hamiltonian

 

H a a0 = Âek k k
k

+
,

 

(3.65)

and the core-hole potential is a weak short-range potential

 

U v a a= ¢Â k
+

k
k k,

.

¢  

(3.66)

FIGURE 3.3 The line width of the K shell is shown as a function of the atomic number Z. 

The overall line width is divided into a radiative part (2ΓR) and an Auger part (2Γ). (Reprinted 

from Kotani, A., and Toyozawa, Y., Synchrotron Radiation, Springer-Verlag, Berlin, 1979. 

With kind permission of Springer Science and Business Media.)
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Then the spectral function J(ω) is calculated as
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where ρ is the density of states (at the Fermi level) of the conduction band, kF is the 

Fermi wave number, and D is a cut-off energy of the order of the Fermi energy. We 

note that J(ω) is proportional to the excitation spectrum of an electron-hole pair in 

the conduction band, and the singularity described below comes from the fact that 

J(ω) ∝ ω for ω → 0. By substituting Equation 3.67 into Equation 3.28, the generat-

ing function is calculated as follows:
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(3.68)

where we have used the integration
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(3.69)

which is valid asymptotically for large t. The Fourier transform of g(t) is given by
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(3.70)

where 

 g2 = (ρv)2, (3.71)

and Γ(g2) is the gamma function. Equation 3.68 is an asymptotic expression for 

t → ∞, so that Equation 3.70 is also the asymptotic form for EB − Δs → +0.

When the right-hand side of Equation 3.68 is expanded with respect to g2, the 

nth-order term gives the contribution from the excitation of n electron-hole pairs 

from which Fn(EB) of Equation 3.32 results. Let us now consider how many electron-

hole pairs are excited, on average, with the XPS process. Bearing in mind that the 

integrated intensity of Fn(EB) obeys the Poisson distribution, the average value of n 

is obtained as

 

· Ò = =-Ân n
S

n
SS

n

n

e
!

.

 

(3.72)

Further, from Equations 3.33 and 3.67, we obtain

 
S μ - = •◊

Æ
lim( log )
w 0

w
 

(3.73)

Thus, 〈 n 〉 diverges logarithmically, corresponding to an infi nite number of 

electron-hole pair excitations with vanishingly small excitation energy.

What has been found is as follows: when a core electron is removed in the XPS 

 process, the conduction electrons screen the core-hole potential. The screening pro-

cess is equivalent to the excitation process of electron-hole pairs by the core-hole 

potential, as shown in Figure 3.4. The excitation of electron-hole pairs causes the 

relaxation of the conduction electron system around the core hole, the relaxation 

energy | Δs | being of the order of (ρv)2D. At the same time, the excitation of electron-

hole pairs  manifests itself in the XPS spectrum as the sideband structure Fn(EB), 

where the excitation energy corresponds to Eex = EB − Δs. Since the number of elec-

tron-hole pairs diverges logarithmically with vanishingly small excitation energy 
Eex, the intensity of the XPS spectrum diverges as EB tends to Δs. This is the mecha-

nism of the orthogonality catastrophe. We have shown that 〈n〉 → ∞ comes from 

S → ∞, which is equivalent to the orthogonality between | 0 〉 and | 0̂ 〉, because the 

intensity of the zero line is expressed as

 | 〈 0 | 0̂ 〉 |2 = e−S. (3.74)
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When we extend the model by taking into account the electron spin and the 

core-hole potential with arbitrary strength and fi nite force range, F(EB) is still 

expressed as Equation 3.70, but g2 in Equation 3.71 is replaced by

 

g l l F

l

2

2

2 2 1= + È
ÎÍ

˘
˚̇Â ( )

( )
,

d e
p

 (3.75)

where δl(εF) is the phase shift of the conduction electron (partial wave with angular 

momentum l) at the Fermi energy due to the scattering by the core-hole potential. 

The singular XPS spectrum, as well as the Fermi edge singularity in the XAS spec-

trum, were extensively studied from the theoretical aspect by Mahan (1967), 

Anderson (1967), Nozières and De Dominicis (1969), Hopfi eld (1969), Doniach and 

Šunjic′ (1970) and others, and had a signifi cant impact on the theoretical and experi-

mental study of core level spectroscopy. With this as a start, the study of the many-

body response of VES to the core hole in the XPS process has been developed in 

various materials, as will be discussed in the following sections. 

As an example of the experimental data of XPS in simple metals, the 2p XPS 

spectrum of Na is shown in Figure 3.5, which was measured at 300 K by Citrin et al. 

(1977). The spectral shape near the 2p threshold is analyzed by a convolution of the 

singular spectrum (Equation 3.70), the Gaussian spectrum (Equation 3.37) with 

Dphonon due to the lattice relaxation and the Lorentzian spectrum (Equation 3.42) with 

Γhole due to the core hole lifetime. By further taking into account the Gaussian broad-

ening due to the instrumental resolution, as well as the effect of spin–orbit  splitting 

FIGURE 3.4 Schematic representation of XPS process in simple metals. (Reprinted from 

Kotani, A., Handbook on Synchrotron Radiation, Vol. 2, North-Holland, Amsterdam, 1987. 

With permission from Elsevier Ltd.)

εF
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of the 2p level, Citrin et al. (1977) obtained the following values: g2 = 0.198 ± 0.015, 

2Γhole = 0.02 ± 0.02 eV, and 2.35Dphonon [= full-width at half-maximum (FWHM) 

value of Gaussian] = 0.18 ± 0.03 eV.

In Figure 3.5, a plasmon satellite is also observed. When taking the plasmon 

energy dispersion quadratic into account with respect to the wave number, J(ω) has 

a ω-dependence of the form

 

J p

p

( )w
w
w

w
w w

@
-

p
2

 

(3.76)

for ω > ωp. Therefore, the one plasmon satellite is expressed as

 

F E
J

B
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1 2
( )

( )

( )
,= -

e
w
w�  

(3.77)

where

 w ∫
-

◊
EB sD

�
 (3.78)

This expression explains the experimental asymmetric spectral shape with a tail in 

the high-energy side, as seen in Figure 3.5.

3.5.2 La METAL

In the La 3d XPS of La metal and La intermetallic compounds, such as LaPd3, a 

weak satellite peak is observed on the lower binding energy side of a main peak. 

FIGURE 3.5 Experimental data of 2p XPS spectrum in Na metal. (Reprinted with permis-

sion from Citrin, P.H.,  Wertheim, G.K., and Baer, Y., Phys. Rev. B, 16, 4256, 1977. Copyright 

1977 by the American Physical Society.)
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The experimental data for La metal and LaPd3 are shown in Figure 3.6a (Fuggle 

et al., 1983). In La metal, we see a weak satellite about 4 eV below the main peak, 

and for LaPd3 the intensity of the satellite becomes considerably stronger. The occur-

rence of these satellite peaks cannot be explained by the exchange interaction 

between 4f and 3d states because La has no 4f electron in the ground state and thus 

no exchange splitting.

In order to interpret this satellite structure, Kotani and Toyozawa (1974) 

proposed a new mechanism, using the SIAM consisting of a well-localized 4f state 

and conduction electrons. The hybridization V is taken into account between 4f and 

conduction band states (Figure 3.7). In the ground state, the 4f level εf
0 is well above 

the Fermi level εF, so that the 4f level is empty. However, in the fi nal state of the 

 photoemission, as shown in Figure 3.7, the 4f level on the core hole site is assumed 

to be pulled down to 

 
e ef fcU= -f

0

 
(3.79)

below εF because of the attractive core-hole potential −Ufc acting on the 4f electron. 

We can show that the XPS spectrum splits into two peaks, corresponding to the 

following two types of fi nal states:

Type (A): A conduction electron near εF jumps into the 4f level εf  through the 

hybridization V.

Type (B): The 4f level is still empty even after its energy has been lowered down 

to εf  .

FIGURE 3.6 Experimental data of 3d XPS spectra for (a) La, LaPd3 and (b) Ce, CePd3. 

(Reprinted from Kotani, A., Handbook on Synchrotron Radiation, Vol. 2, North-Holland, 

Amsterdam, 1987. With permission from Elsevier Ltd.)
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The fi nal state (A) is in the 4f1 confi guration and it gives rise to the satellite peak 

of the XPS spectrum. On the other hand, the fi nal state (B) is in the 4f0 confi guration, 

and gives rise to the main peak.

The SIAM was originally proposed by Anderson (1961) in order to discuss the 

magnetic moment of an impurity atom of the 3d transition element in nonmagnetic 

host metals. In order to calculate the XPS spectrum of the La metal, Kotani and 

Toyozawa (1974) combined this model with a core electron state, which gives rise to 

a core-hole potential in the fi nal state of XPS. Then, the Hamiltonian of the SIAM 

(including the core state) is given by

H a a a a V a a V a af fm fm m fm m fm

mm

= + + ++ + + +Âe ek k k k k k k
k

s s s s s s s s
s

0
( )*

, ,,,,

, , ,
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s s s s
s s
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Â+ + -+
¢ ¢
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+

k

U
a a a a a a U aff

fm fm fm fm

m m

c c c fc
2

e ffm fm c c

m

a a as s
s

+ +-Â ( ).
,

1  (3.80)

The fi rst term represents the conduction band, the second the 4f states (m represents 

the degeneracy of the 4f orbital), the third the hybridization between 4f and conduc-

tion band states, the fourth the Coulomb interaction between 4f electrons, the fi fth 

the core state, and the last term is the attractive core-hole potential acting on the 4f 

states. The fi rst four terms were originally introduced by Anderson and the last two 

terms were added by Kotani and Toyozawa (1973a,b, 1974). In this model, only the 

4f states on a single atomic site are taken into account. Those on the other atomic 

sites are disregarded although they are also shown in Figure 3.7.

FIGURE 3.7 Model of the XPS process in La metal. (Reprinted from Kotani, A., Handbook 
on Synchrotron Radiation, Vol. 2, North-Holland, Amsterdam, 1987. With permission from 

Elsevier Ltd.)
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In order to extract some essential features of XPS in La metal, the Hamiltonian 

is simplifi ed by disregarding the spin and orbital degeneracy and by assuming ε f
0 is 

well above the Fermi level. Then the Hamiltonian is written as

 

H a a0 = +Âek k k
k  

(3.81)

for the initial state of XPS, and as

 

H H a a V a a a af f f f f= + + ++ + +Â0 e ( )k k
k

 (3.82)

for the fi nal state.

In the following, F(EB) is given for the two types of fi nal states, separately.

3.5.2.1 Final State of Type (A)

The 4f state is occupied in the fi nal state of type (A). The generating function of this 

case is given by
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(3.83)

where ρ is the density of states of the conduction band at εF, ε̃f is the 4f level in the 

fi nal state with an appropriate energy shift Δf by the hybridization V
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and L1(t) and L2(t) are, respectively, defi ned by
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with veff given by

 

v
V

F f
eff ∫ -

-
◊

2

e e
 

(3.87)

Here we give an intuitive explanation of Equation 3.83, while a more detailed 

derivation is given in Appendix B. In the fi nal state of type (A), a conduction electron 

just below εF jumps into the 4f level, and this process gives the prefactor V2/(εF − ε∼)2 
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of Equation 3.83. Then we have (i) an extra electron in the 4f level and (ii) an extra 

hole near εF, and the time variation of the states (i) and (ii) give the contributions 

including L1(t) and L2(t) in Equation 3.83, respectively. The contribution of (i) is 

 easily understood. As shown in Figure 3.7, the 4f electron jumps out above εF through 

V and another conduction electron below εF  jumps into εf , giving rise to an electron-

hole pair excitation near the Fermi level. This process is essentially the same as the 

electron-hole pair creation by the core-hole potential v in simple metals only if we 

replace the potential v by an effective scattering potential veff due to the second-order 

process of the hybridization V. Therefore, the factor exp[L1(t)] is the same as the 

 generating function (Equation 3.68) of simple metals but Δs and v are replaced by Δf  

and veff, respectively. The derivation of the factor L2(t) is more complicated. The hole 

near εF is scattered to another hole state through the effective potential veff, and 

the multiple scattering of the hole results in L2(t), as shown in Appendix B in 

more detail.

Substituting Equation 3.83 into Equation 3.10, we obtain
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 (3.88)

where

 geff = −ρveff, (3.89)

 
�e ef f f= + ◊D

 
(3.90)

Therefore, F(EB) is found to diverge at the threshold.

3.5.2.2 Final State of Type (B) 

In the fi nal state (B), the 4f level is empty so that this fi nal state can be obtained from 

| 0 〉 by taking into account the self-energy correction. The XPS spectrum is 

rewritten as

 
F E

z HB( ) Im ,= - ·
-

Ò1
0

1
0

p
| |

 
(3.91)

where 

 z = EB + E0 + iη, η → + 0. (3.92)

Thus, F(EB) is written as

 

F E
z E zB( ) Im
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(3.93)
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The self-energy Σ0(z) is expressed, up to the second-order in H′ [defi ned by 

H′ = V ∑
k

(ak
+ af + af

+ak)], as
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where H0f is given by H0f = H0 + εf af
+af. So, the XPS spectrum is given by the 

Lorentzian function with a maximum at EB = Δ0:
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(3.95)

The schematic shape of the XPS spectrum is shown in Figure 3.8. In the fi nal 

state of type (A), which corresponds to the peak (A) in Figure 3.8, the core–hole 

charge is screened by the 4f electron because of the charge transfer from the con-

duction band to 4f state. Conversely, in the fi nal state of type (B) [corresponding to 

the peak (B) in Figure 3.8], the core hole charge is not screened by the 4f electron. 

Spectrum (A) diverges because of the orthogonality catastrophe. Peak (B), on the 

other hand, has a Lorentzian broadening because of the fi nite lifetime τ = /(πρV 2) 

of the 4f hole (empty 4f state below εF) by its resonance transfer to the hole in the 

 conduction band through V. The fi nal states of (A) and (B), corresponding to 4f1 and 

4f0 confi gurations, are denoted by “well-screened state” and “poorly-screened state,” 

respectively.

In the La metal, the intensity of the well-screened peak is very small because of 

the small prefactor ρV 2/(εF − ε̃f)
2 in Equation 3.88. However, in LaPd3 this factor is 

EB

F
(E

B
)

O ΔO –( F – –
f)

(B) (A)

ε ε

FIGURE 3.8 Schematic shape of the XPS spectrum obtained with the model of 

Figure 3.7. (Reprinted from Kotani, A., Handbook on Synchrotron Radiation, Vol. 2, North-

Holland, Amsterdam, 1987. With permission from Elsevier Ltd.)
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62 Core Level Spectroscopy of Solids

not very small because of the increase of ρ and V due to the existence of 4d states of 

Pd. Therefore, the intensity of the 4f1 well-screened peak in LaPd3 is much stronger 

than that in La metal, as seen from Figure 3.6a.

A satellite structure, very similar to that of the La system, is also observed in 

 systems containing trivalent Ce (i.e. γ − Ce, CePd, and CeAl2). The experimental 

result of the Ce 3d XPS in γ − Ce is shown in Figure 3.6b (Fuggle et al., 1983). This 

satellite can also be explained by essentially the same mechanism. In the ground 

state of the trivalent Ce, the 4f level εf
0 is well below εF, so that one 4f electron is 

already occupied. In the fi nal state of the Ce 3d XPS, the 4f level is pulled down 

 further by the core-hole potential and an electron transfer can occur from the con-

duction band to the 4f state. Therefore, the satellite arises from the 4f2 well-screened 

fi nal state, while the main line corresponds to the 4f1 poorly screened fi nal state. 

Furthermore, this mechanism can be generalized to any rare earth (RE) systems 

with a 4fn ground state: The XPS spectrum of the system with the 4fn ground state 

would be split into two peaks corresponding to the 4fn+1 well-screened fi nal state and 

the 4fn poorly screened fi nal state.

In the rest of this subsection, we briefl y discuss the effect of fi nite εf
0 on the XPS 

spectrum. In Figure 3.9, the XPS spectra calculated for various values of εf
0 is shown, 

taking into account the εf
0 level only on the core hole site (Kotani and Toyozawa, 

1974). The calculation is made by exactly diagonalizing H0 and H for a fi nite system 

where the conduction band consists of 50 discrete levels and the XPS spectrum of 

Equation 3.9 is computed numerically. In this fi gure, we fi x ρV 2 = 0.05 and εf − εF = 

−0.5, where the half-width of the conduction band is taken as energy units. It is found 

that when ε f
0 is lowered, the intensity of the well-screened 4f1 peak increases. This is 

understood as follows: When εf
0 is fi nite, the 4f1 confi guration is already mixed in the 

ground state | 0 〉 with a fi nite weight, although the weight is very small in the case 

of ε f
0 − εF > ρV 2. Since the photoemission intensity for the fi nal state | f 〉 is given by 

the overlap integral | 〈 f | 0 〉 |2, the initial mixing of the 4f1 state enhances the inten-

sity of the 4f1 fi nal state. When εf
0 − εF ≅ ρV 2, the weight of the 4f1 confi guration in 

the ground state becomes comparable with that of the 4f0 confi guration, and this 

special state is denoted by the mixed valence state, which occurs in some Ce 

 compounds and will be discussed in the next subsection.

3.5.3 MIXED VALENCE STATE IN Ce INTERMETALLIC COMPOUNDS

After the theory by Kotani and Toyozawa, the application of the SIAM to XPS 

 spectra has been developed in two directions. One is the extension from La to Ce 

metals, especially to mixed valence Ce intermetallics. The other is from metallic 

systems to insulators.

As shown in the preceding subsection, the 4f level in La metal is well above εF 

and is well below εF  in γ − Ce metal. If the 4f level is close to εF (as in the case of 

α − Ce), the 4f states hybridize strongly with the conduction band states, so that 

the ground state is a quantum-mechanically mixed state between the 4f 0 and 4f1 

confi gurations (denoted by a mixed valence state or a fl uctuating valence state). 

Some intermetallic Ce compounds, such as CePd3, CeRh3, and CeNi3, also behave as 

mixed valence compounds. In the Ce 3d XPS of mixed valence Ce compounds, three 

peaks were observed experimentally in each of the 3d5/2 and 3d3/2 core levels, as 
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shown in Figure 3.6b for CePd3 (Fuggle et al., 1983). The mechanism of these three 

peaks can be understood, at least qualitatively, by applying the mechanism of the 

satellite in La metal and γ −Ce to the mixed valence systems: When we take into 

account the 4f0 component of the mixed valence ground state, we expect to have 

well-screened 4f1 and poorly screened 4f0 fi nal states, as in the case of La. On the 

other hand, when we take into account the 4f1 component, we expect to have well-

screened 4f2 and poorly screened 4f1 fi nal states, as in the case of γ −Ce. Therefore, 

combining the two cases, we have three different confi gurations, 4f0, 4f1, and 4f2, in 

the fi nal state, which give rise to the three peaks in XPS. 

The fi rst quantitative theoretical analysis of such a three-peak structure was 

 performed by Gunnarsson and Schönhammer (1983a,b) with the SIAM. They took 

into account explicitly the Coulomb interaction Uff between 4f electrons and the 

degen eracy Nf of the 4f state (Nf = 14), and calculated the 3d XPS by using the 1/Nf 

 expansion method; the XPS intensity was expanded in the power series of 1/Nf  . 

FIGURE 3.9 XPS spectra calculated for various values of the 4f level  ε f  
0 . (Reprinted from 

Kotani, A., Handbook on Synchrotron Radiation, Vol. 2, North-Holland, Amsterdam, 1987. 

With permission from Elsevier Ltd.)
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64 Core Level Spectroscopy of Solids

In the Hamiltonian of the SIAM, the conduction electron state was specifi ed by the 

wavevector k, but the basis states of the conduction electrons specifi ed by energy ε 

and the spin and orbital degeneracy v = (m, σ) were only taken approximately; the 

orbital angular momentum (l, m) was around that of the Ce site considered. The value 

of l can only be limited to l = 3, which couples with the 4f states. Then, the Hamiltonian 

in the initial state of XPS is written as

H a a a a V a a V a av v f fv fv

vv

v fv fv v0

0= + + +Ú ÂÂ Ú+ + + +
d de e e e e ee e e e[ ( ) ( )* ]]

,

v

ff fv fv fv fv

v v

U a a a a

Â
Â+ + +

>
¢ ¢

¢  

(3.96)

while the Hamiltonian in the fi nal state is written as

 

H H U a afc f f= - +Â0 n
n

n .

 

(3.97)

This transformation of conduction electron states corresponds to the partial wave 

expansion and it is exact if the conduction electrons are regarded as free electron gas. 

For actual conduction electrons under the periodic potential, this transformation is 

approximately performed by

 

a V V ame se d e en
+ - += -Â( ) ( )

*1

k
k

k k

 

(3.98)

with V(ε) expressed as

 

V V Vm m m mk k
k

k
*

,( ) ( ) .¢ ¢d e e e dÂ - = Ô Ô2

 

(3.99)

Gunnarsson and Schönhammer (1983a,b) proposed a systematic method to 

 calculate the XPS spectrum in the power series of 1/Nf . In Figure 3.10, we show 

 schematically the basis states to diagonalize the Hamiltonian H0 and H. For instance, 

the state A represents the Fermi vacuum | A〉, where all the conduction electrons 

below εF are occupied and the 4f level is empty. In the state B, | B(ε) 〉, one conduction 

electron with energy ε is transferred to the 4f state:

 

Ô Ò = Ô Ò◊+ÂB A( )e n en
n

1

N
a a

f

f

 

(3.100)

The states C and D are written as
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Á Ò = Á Ò+ÂD A( , ) ,E
N

a a
f

Ee n en
n

1

 

(3.102)

respectively.

It is important to note that the coupling among the states A, B, and C of 

Figure 3.10 occurs within the lowest order of 1/Nf, but the coupling of these states 

with the other states, D, E, F and so on, occurs only as a higher-order correction with 

respect to 1/Nf  . Since the value Nf (= 14) is large, the lowest-order approximation 

provides us with suffi ciently reliable results. Once we diagonalize H0 and H, the XPS 

spectrum is calculated by

 

F E f
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B ff
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(3.103)

where the ground state of H0 is denoted by | 0 〉 (with energy E0) and the eigenstates 

of H by | f 〉 (with energy Ef) as in Equation 3.9. Furthermore, we take into account 

the spectral broadening Γ due to the lifetime of the core hole. In Figure 3.11, we 

show, as an example, a calculated spectrum (solid line) as well as an experimental 

one (dots), for the Ce 3d XPS of CeNi2 (Gunnarsson and Schönhammer, 1983b). In 

this calculation, | V (ε) |2 is assumed to be expressed as

 
Á Á =

- -
V

V D
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2 1 2
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(3.104)

A B C

D E F

G H I

εF °fε
ε(or  f)

FIGURE 3.10 Schematic representation of basis states used to diagonalize the Hamiltonian 

of the single impurity Anderson model, where  ε f  
0  (or εf) and εF denote the 4f level and the 

Fermi level, respectively, and the hatched areas denote occupied conduction band. (Reprinted 

from Kotani, A., Handbook on Synchrotron Radiation, Vol. 2, North-Holland, Amsterdam, 

1987. With permission from Elsevier Ltd.)
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66 Core Level Spectroscopy of Solids

with ε0 − εF = −1.995 eV, D = 2.005 eV, and 2V 2/D = 0.13 eV. The other parameter 

 values are taken to be ε f
0 − εF = −1.3 eV, Ufc = 10.3 eV, Uff = 5.5 eV, and Γ = 0.9 eV. 

Two theoretical spectra F(EB) are superimposed with the weights 0.4 and 0.6 and 

with an appropriate energy separation to simulate the 3d spin–orbit splitting. The 

fractional intensity of the 4f 2 peak is found to be sensitive to the value of 2V 2/D, 

whereas that of the 4f 0 peak is sensitive to the weight, w(4f 0), of the 4f 0 confi guration 

in the ground state. In this analysis, the value of w(4f0) is obtained to be w(4f 0) = 0.19, 

and the average 4f electron number in the ground state is estimated as nf ≅ 1 − w(4f0) = 

0.81 because w(4f 2) is negligibly small. 

From a systematic analysis of XPS spectra, the value of nf was obtained for vari-

ous Ce compounds (Gunnarsson and Schönhammer, 1983b; Fuggle et al., 1983). 

Before such an analysis had been made, the value of nf was estimated from the data 

of lattice constant and susceptibility, and then the value of nf distributed between 0 

and 1 depending on the material. However, the value of nf estimated from the XPS 

analysis is always found to be larger than about 0.7, ranging mainly between 0.8 and 

1.0. Even for the materials, which were traditionally considered to have nf = 0, such 

as the intermetallic Ce compounds with Ni, Ru, Rh and so on, the XPS analysis gives 

nf around 0.8 (Table 3.1). As another example, in Figure 3.12 we show the com-

parison of theoretical and experimental results of the Ce 3d XPS for CePd3. The 

 calculation was made by Kotani and Jo (1986) with a method similar to that of 

Gunnarsson and Schönhammer (1983b) and the estimated value of nf  was 0.86.

In this way, XPS played an important role in the study of mixed valence Ce 

compounds. It is to be emphasized that XPS is a powerful technique of directly 

detecting the microscopic and local properties of the 4f state.

FIGURE 3.11 Comparison of theoretical (solid curve) and experimental (dots) results of the 

Ce 3d XPS in CeNi2. (Reprinted with permission from Gunnarsson, O., and Schönhammer, K., 

Phys. Rev. B, 28, 4315, 1983. Copyright 1983 by the American Physical Society.)
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3.5.4 INSULATING MIXED VALENCE Ce COMPOUNDS

Of many insulating RE compounds, the study of core level spectroscopy has been 

made most extensively for CeO2. CeO2 was traditionally considered to be tetravalent 

with the 4f 0 ground state. However, according to experimental data of the Ce 3d XPS 

of CeO2, a three-peak structure (somewhat similar to that of mixed valence Ce inter-

metallics), was observed for each of the 3d5/2 and 3d3/2 core levels (Burroughs et al., 

1976; Wuilloud et al., 1984). Wuilloud et al. (1984) and Kotani et al. (1985) analyzed 

this structure with the SIAM, where the conduction band in the original model was 

replaced by a completely fi lled O 2p valence band. Between the Ce 4f and O 2p 

states, a covalency hybridization V was taken into account. They showed that if the 

TABLE 3.1
Average 4f Electron Number nf Estimated from the Analysis 
of XPS for Various Ce Compounds

Metal Insulator

nf Example nf Example

Tetravalence 0 —  0 —

Nominal 

tetravalence

0.75−0.85 CeRh3, CeNi3 ~0.5 CeO2

Mixed valence 0.85−0.9 CePd3, CePt3 — —

Trivalence ~1.0 CeAl2, CeCu2Si2 ~1.0 Ce2O3, CeF3

FIGURE 3.12 Calculated result of the Ce 3d XPS spectrum of CePd3. Experimental result 

is shown in the inset for comparison. (Reprinted from Kotani, A., Jo, T., and Parlebas, J.C., 

Adv. Phys., 37, 37, 1988. With permission.)
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68 Core Level Spectroscopy of Solids

4f level was located near the valence band, it would be possible to have a mixed 

valence state between 4f0 and 4f1L confi gurations as a ground state, where L repre-

sents a hole in the valence band. Then, in the fi nal state of XPS, an additional charge 

transfer can occur, and there are three different confi gurations (4f 0, 4f1L, and 4f 2L2), 

corresponding to the three peaks of the XPS.

The Hamiltonian is essentially the same as that of the original one except that 

the conduction band is replaced by a fi lled valence band. We now discretize (Kotani 

et al., 1985) the energy ε of the valence band as N levels of εk:

 

e ek v

W W

N
k= - + -Ê

ËÁ
ˆ
¯̃2

1

2
,

 
(3.105)

where W is the width of the valence band and k = 1, 2, . . . , N. Then the Hamiltonian 

H0 is given by
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(3.106)

where the energy dependence of V is discarded for simplicity.

The calculated result is shown in Figure 3.13 (Kotani and Ogasawara, 1992). 

We have taken into account the three confi gurations 4f 0, 4f1L, and 4f 2L2 for both 

ground and fi nal states. The parameter values used are εf
0 − εv = 1.6 eV, V = 0.76 eV, 

Uff = 10.5 eV, Ufc = 12.5 eV, W = 3.0 eV, and Γ = 0.7 eV (for more details on the 

parameter values, see Chapter 8). The value of N is taken suffi ciently large so that the 

calculated spectrum converges well. The relative intensity and the energy separation 

of the three peaks are in good agreement with the experimental result (Wuilloud 

et al., 1984), as shown in the inset of Figure 3.13. With these parameter values, it is 

found that the ground state is a strong mixture of 4f0 and 4f1L confi gurations with 

the average 4f electron number nf = 0.52.

In order to see the electronic structure more clearly, let us consider the limiting 

case of N = 1. Then, the Hamiltonian matrix is given by

 

0 0

2 1

0 2 1 2 2
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N V

N V U N V
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(3.107)

where we take the three basis states:

 

Á Ò = Á Ò =+’A a vac kkn
n

, ( ),1

 

(3.108)
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and (−Ufc) and (−2Ufc) in the Hamiltonian matrix are used only for the fi nal state.

Some remarks are given in the following:

 1. The lowest-order approximation of the 1/Nf expansion gives the exact result 

for the insulating systems. This is because we have no empty (conduction) 

electron state above εF.

 2. The effective hybridization between 4f0 and 4f1L confi gurations is Veff = 

 √
___

 Nf  V as a result of the degeneracy of the 4f state. If we take the basis states 

| A 〉 and | B(v) 〉 = afv
+ akv | A 〉, then the mixing matrix element is

 〈 A | H0 | B(v) 〉 = V, (3.111)

  but the Hamiltonian matrix is (Nf + 1) × (Nf + 1). By taking the linear 

combination

 

Á Ò = Á ÒÂB
N

B
f

1
( ) ,n

n
 

(3.112)

 the matrix is reduced to 2 × 2 with the effective mixing Veff =  √
___

 Nf  V. 

FIGURE 3.13 Calculated result of the Ce 3d XPS spectrum of CeO2. Experimental result is 

shown in the inset for comparison. (Reprinted from Kotani, A., and Ogasawara, H., J. Electron 
Spectrosc. Relat. Phenom., 60, 257, 1992. With permission from Elsevier Ltd.)
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 3. The 4f 0 and 4f1L confi gurations are strongly mixed in the ground state of 

CeO2, while the 4f1L and 4f2L2 confi gurations are strongly mixed in the 

fi nal state of XPS.

A similar analysis has also been made for CeF4, and the result is shown in 

Figure 3.14 (Kotani et al., 1987b). The experimental results of the Ce 3d XPS of 

CeF4 (Kaindl et al., 1987) exhibit the three-peak structure, which is similar to that of 

CeO2 but the relative intensity of the third peak (4f 0 peak) is larger than that of CeO2. 

The parameter values that are obtained from this analysis are  ε  f   0  − εv = 4.0 eV, 

V = 0.76 eV, Uff = 8.5 eV, Ufc = 12.0 eV, and the average 4f electron number in the 

ground state is nf = 0.3. It should be noted that the charge-transfer energy  ε  f   0  − εv is 

larger than that of CeO2, refl ecting the larger electronegativity of the F ion than the 

O ion. This is the main reason that nf is smaller and the relative intensity of 

the third peak is larger compared with CeO2.

Of the insulating Ce compounds, CeO2 and CeF4 are in the mixed valence state, 

and Ce2O3 and CeF3 are in the trivalent state, as shown in Table 3.1.

FIGURE 3.14 Comparison of theoretical (solid curve) and experimental (dots) results of the 

Ce 3d XPS spectrum of CeF4. (From Kotani, A., Jo, T., and Parlebas, J.C., Adv. Phys., 37, 37, 

1988. With permission.)
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3.5.5 TRANSITION METAL COMPOUNDS

3.5.5.1 Model

Here we consider the 2p XPS of TM compounds. As a typical example, Figure 3.15 

shows the 2p XPS of the TM difl uoride series (from ZnF2 to MnF2). The dots are 

experimental data observed by Rosencwaig et al. (1971). There is no satellite peak 

in the Zn 2p XPS of ZnF2 where the 3d shell is fi lled. However, for CuF2, a strong 

satellite occurs on the higher binding energy side of the main peak (in each of the 

2p3/2 and 2p1/2 components). The intensity of the satellite peak decreases in going 

from CuF2 to MnF2. This satellite was fi rst considered to be caused by the shake-up 

transition between the metal 3d and 4s orbitals, but it is now well established that it 

originates from the charge transfer between the ligand 2p and metal 3d orbitals. 

The theoretical analysis of such a satellite structure has been successfully made 

using the SIAM or cluster model.

Here we consider a cluster consisting of a TM ion surrounded by F ions. The 

cluster is (TM)F6 for TM = Ni−Mn and (TM)F4 for TM = Cu, the symmetry 

FIGURE 3.15 Experimental (dots) and theoretical (solid curves) results of 2p XPS spectra 

of transition metal dihalides. The theoretical spectra are obtained with the two-confi guration 

model. (Reprinted from Kotani, A., and Okada, K., Recent Advances in Magnetism of 
Transition Metal Compounds, edited by A. Kotani and N. Suzuki, World Scientifi c, 

Singapore, 1993. Reprinted with permission from World Scientifi c Publishing Ltd.)
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of which are taken approximately as Oh and D4h, respectively. Since the 3d wave 

function of TM compounds is more extended in space than the 4f wave function of 

RE compounds, the 3d level and the hybridization strength between the 3d and 

ligand (F 2p) states depend more sensitively on the local arrangements of the cluster. 

Namely, they are specifi ed by the irreducible representation of the Oh (or D4h) sym-

metry group. The Hamiltonian of the system is written as

 

H0 = e es s s s s s s s

ss

G G G G G G G G G G

GGG

Ga a a a V a a a ad d d d d
+ + + ++ + +ÂÂ ( )( )

,,,,s
Â

+ + +

π
ÂU a a a add d d d dG G G G

G G

s s s s

s s

¢ ¢ ¢ ¢

¢ ¢( , ) ( , )

,  (3.113)

where aΓ
+
σ and ad

+
Γσ are electron creation operators for a ligand molecular orbital Γ 

with spin σ and a 3d state (Γ, σ). The summation Γ runs over the irreducible repre-

sentations t2g and eg for the (TM)F6 cluster and over b1g, a1g, b2g, and eg for the (TM)F4 

cluster.

In the fi nal state of XPS, the effect of core-hole potential is added to the 

Hamiltonian

 

H H U a adc d d= - +Â0 G G

G

s s

s,

.

 

(3.114)

3.5.5.2 Simplifi ed Analysis

In order to understand the essential mechanism of the observed XPS spectra, let us 

consider a somewhat simplifi ed situation: The basis states are limited to the two 

 confi gurations 3dn and 3dn+1L, where n = 9, 8, 7, 6, and 5 for TM = Cu, Ni, Co, Fe, 

and Mn, respectively. Furthermore, we disregard, for simplicity, the Γ -dependence in 

εΓ and εdΓ (which are written as εΓ and εd, respectively). Then, the Hamiltonian H0 is 

written in the following (2 × 2) forms (Kotani and Okada, 1993):

 
H E En n n n

0 0 0

1 1
3 3 3 3= Á Ò· Á+ + Á Ò· Á+ +
d d d L L( )D d

 
+ Á Ò· Á+ Á Ò· Á+ +V n n n n

eff d d L d L d( ),3 3 3 3
1 1

 
(3.115)

where

 

E n
n n

Ud dd0

1

2
= + - + Âe e

s

( )
,

,

G
G

 (3.116)

 
D G= - +e ed ddnU ,

 
(3.117)
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V
V

n V
eff

g 4

g g 6

b for MX cluster,

2V(e t for MX cluster
=

+ -

( )

) ( ) ( )

1

2

2

2
8 ..

Ï
Ì
Ô

ÓÔ  

(3.118)

In the fi nal state of XPS, the Hamiltonian is given from H0 only by replacing 

Δ with

 
D Df dcU∫ - ,

 
(3.119)

apart from a constant shift of the total energy, which is not important in the follow-

ing calculations.

The ground state | g 〉 of the Hamiltonian H0 is easily obtained in the form

 Á Ò = Á Ò - Á Ò+g n n
cos sin ,q q0 0

1
3 3d d L

 
(3.120)

where

 

tan .q0

2

21

2 2
= Ê

ËÁ
ˆ
¯̃

+ -
È

Î
Í
Í

˘

˚
˙
˙V

V
eff

eff

D D

 

(3.121)

Similarly, we obtain the eigenstates | ± 〉 in the fi nal state of XPS, whose energies are 

given by

 

E E Vf f
± = + ±

Ê
ËÁ

ˆ
¯̃

+0

2

2 2

D D
eff .

 

(3.122)

Corresponding to the two states | ± 〉, we have two XPS peaks with the binding energy 

difference

 
d E E E VB f= - = ++ - D2 2

4 eff  
(3.123)

and with intensity ratio

 

I

I

g

g
+

-

= Á· +Á ÒÁ
Á· -Á ÒÁ

= -
2

2

2

0tan ( ),q q
 

(3.124)

where 

 

tan .q = Ê
ËÁ

ˆ
¯̃

+ -
È

Î

Í
Í

˘

˚

˙
˙

1

2 2

2

2

V
Vf f

eff

eff

D D

 

(3.125)
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We discuss the behavior of I+/I− in the following two cases:

3.5.5.3 Case A: Δf > 0 (Δ > Udc)

In this case, the fi nal states | + 〉 and | − 〉 correspond mainly to | 3dn+1L 〉 and | 3d n 〉 
states, respectively. The splitting of the XPS spectrum is caused by an increase of 

the covalency mixing in going from the ground state to the XPS fi nal state. In order 

to see this, we defi ne the “covalency parameter” γ0 (in the ground state) and γ (in the 

fi nal state) as

 γ0 = tan θ0, (3.126)

 γ = tan θ. (3.127)

These quantities represent the strength of the covalency mixing, and they change 

between 0 (no covalency mixing) and 1 (maximum covalency mixing). Then I+/I− 
is 

written as

 

I

I
+

-
= -

+
Ê
ËÁ

ˆ
¯̃

g g
gg

0

0

2

1
.

 

(3.128)

Since Δ > Udc, the covalency mixing increases in the fi nal state of XPS 

(i.e.
 
γ > γ0), and this effect is called “photo-induced covalency.” The intensity ratio 

I+/I− is 0 in the limit of γ = γ0 and takes the maximum value 1 in the limit of γ = 1 

and γ0 = 0. Therefore, the splitting of the XPS spectrum is caused by the photo-

induced covalency.

3.5.5.4 Case B: Δf ≤ 0 (Δ ≤ Udc)

In this case, the fi nal states | + 〉 and | − 〉 correspond mainly to | 3dn 〉 and | 3dn+1L 〉 
states, respectively. The covalency parameter in the fi nal state is now defi ned by 

 γ = cot θ, (3.129)

so that γ takes the maximum value γ = 1 for Δf = 0, and decreases with increasing 

| Δf |, corresponding to the decrease of the covalency mixing. Then we have 

 

I

I
+

-
= -

+
Ê
ËÁ

ˆ
¯̃

1 0

0

2

gg
g g

.

 

(3.130)

When both γ0 and γ are much smaller than unity, the intensity I+ is much larger than 

I−; thus the fi nal state | + 〉 corresponds to the main line rather than the  satellite. 

Conversely, when both γ0 and γ are close to unity, the state | + 〉 gives a satellite 

whose intensity is much smaller than that of | − 〉.
On the basis of the above formulation, the analysis of the experimental data of 

2p XPS for CuF2-MnF2 are made. From the data, two independent experimental 
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 values of I+/I− and δEB are estimated and listed in parentheses in Table 3.2 (Kotani 

and Okada, 1993). With the present model, on the other hand, I+/I− and δEB are 

expressed in terms of three independent parameters, Δ, Veff, and Udc (= Δ − Δf). From 

a more sophisticated analysis, we know the value of V(eg) for NiF2 is about 2.0 eV 

(Veff ≅ 2.83 eV) and that the value of Udc is not very dependent on the metal ions 

Cu-Mn. Therefore, we fi rst analyze the Ni 2p XPS of NiF2 with the use of Veff ≅ 2.83 eV, 

and obtain Δ = 8.4 eV and Udc = 10.4 eV so as to reproduce the experimental results 

of I+/I− and δEB . Then we analyze the 2p XPS of the other materials by assuming Udc = 

10.4 eV, and estimate the values of Δ and Veff. The values of Δ, Veff and Udc estimated 

in this way are shown in Table 3.2 together with the calculated value of nd 
(average 

3d electron number in the ground state), I+ /I−, δEB, γ0, and γ. The calculated results 

of the XPS spectra are also shown in Figure 3.15 with a Gaussian broadening of 

Γ (FWHM) = 4.0 eV.

It is interesting to see, from Table 3.2, the systematic variation of Δ and Veff with 

the change of transition metal ions. Both Δ and Veff increase almost monotonically 

from CuF2 to MnF2. The increase of Δ refl ects the decrease of the electronegativity 

of the metal ion in going from Cu to Mn. As a result, we fi nd Δ < Udc (Case B) for 

CuF2, NiF2, and CoF2, while Δ > Udc (Case A) for FeF2 and MnF2. The crossover 

between Case A and Case B occurs around FeF2. However, no drastic change of the 

spectral shape of the XPS is recognized around FeF2 because the character of the 

fi nal states | ± 〉 changes continuously and gradually around Δ ≅ Udc (with the change 

of Δ) because of the strong hybridization Veff .

The increase of Veff from NiF2 to MnF2 originates mainly from the increase 

of the unoccupied 3d state (2 for eg states and 8 − n for t2g states). If we assume V(eg)/ 

V(t2g) = −2.0, we have V(eg) ≅ 2.0 eV for all NiF2 − MnF2.

From systematic analysis of TM 2p XPS for many TM compounds, we can 

 estimate the value of the key parameters Δ, Udd, V(Γ), and so on. The estimated values 

are somewhat different, depending on the model of the analysis (the cluster model or 

the SIAM, the full multiplet calculation or the calculation without the multiplet 

effect), but the systematic trend of their variation is recognized with respect to the change 

of the TM element and also the anion element. This is also the basis of the Zaanen–

Sawatzky–Allen model (Zaanen et al., 1985a) that will be introduced in Chapter 5.

TABLE 3.2
Parameter Values Estimated from the Analysis Using 
the Two-Confi guration Model 

Δ Veff Udc nd I+/I− δEB γ0 γ Case

CuF2  6.3 2.85 10.4 9.13  0.80 (∼0.8)  7.0 (∼7) 0.38 0.51  B

NiF2  8.4 2.83 10.4 8.08  0.60 (∼0.6)  6.0 (∼6) 0.31 0.71  B

CoF2  9.8 3.00 10.4 7.07  0.40 (∼0.4)  6.0 (∼6) 0.28 0.90  B

FeF2  11.2 3.16 10.4 6.06  0.26 (∼0.2)  6.4 (∼6.5) 0.26 0.88  A

MnF2  13.0 3.32 10.4 5.05  0.15 (∼0.1)  7.1 (∼7) 0.24 0.68  A

Note: Δ, Veff, Udc, and δEB are given in units of eV. The experimental values are given in parentheses.
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3.6 MANY-BODY CHARGE-TRANSFER EFFECTS IN XAS

3.6.1 GENERAL EXPRESSIONS OF MANY-BODY EFFECTS

The expression of the XAS spectrum μ(Ω) is given by

 

m d( ) ( ),W W= Ô· Ô Ô ÒÔ - ++Â f M E E
f

f0 2
0�

 

(3.131)

where M+ is the optical transition operator of the incident photon with energy h̄Ω. 

With the optical transition, a core electron is excited to the VES, so that M+ describes 

the creation of an electron in VES. For instance, M+ is given by

 

M M ak k

ki

+ += Â ,

 

(3.132)

for our model of simple metals treated in Section 3.5.1, and

 

M M a M ac k

ki

f f
+ + += +Â

 

(3.133)

for our model of La metal in Section 3.5.2. The essential difference between XAS 

and XPS is the existence of an additional electron in VES in the fi nal state of XAS. 

This photo-created electron also plays an important role in screening the core-hole 

potential. So far as the formal expressions given in Section 3.3.1 for XPS are 

 concerned, the ones for XAS can be obtained from those for XPS by inserting the 

operator M+ appropriately. For instance, the XAS spectrum μ(Ω) is expressed as the 

Fourier transform of a generation function g(t):

 
m

p
( ) Re ( ),W W=

•

Ú1

0�
d et i t g t

 
(3.134)

but now g(t) is given by

 
g t M MH H

( ) .
/ /= · Ô Ô Ò- +

0 00e e
i( ) i( )� �t t

 
(3.135)

In the following, we make explicit calculations of μ(Ω) for several different 

systems.

3.6.2 XAS IN SIMPLE METALS

The Hamiltonian H0 and the core-hole potential U are given by Equations 3.65 and 3.66, 

respectively. The generating function is expressed, using the linked-cluster expansion, as 

 

g t M M

M M aE t
k k k
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(3.136)
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where […]c means the contribution from the connected diagram, which was fi rst 

 calculated by Mahan (1967) with the most divergent approximation term in 

the form

 

[...] ( ) .c
k v t

k k

M

t
Dt k

F

= Ô Ô - -

>
Â

2
2

i
i e ir e

 

(3.137)

On the other hand, the last factor of Equation 3.136 is nothing more than the 

generating function of XPS and from Equation 3.68 we have

 

· Ô Ô Ò = Ê
ËÁ

ˆ
¯̃

- -
-

0 0

2

e e
ii( ) i( / )H/ t t
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.
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 (3.138)

Therefore, the XAS spectrum is given by (Kotani and Toyozawa, 1979)
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(3.139)

where 

 g = −ρν, (3.140)

 εF̃ = εF + Δs. (3.141)

Therefore, the XAS spectrum diverges at the Fermi edge and is called the “Fermi 

edge singularity.” The behavior of XAS is shown schematically in Figure 3.16b and 

compared with that of XPS (Figure 3.16a). The dashed lines represent the spectra 

EB 0 Δs

F
(E

B
)

(Ω
)

μ

F,~
Fee Ω

(a) (b)

ћ

FIGURE 3.16 Schematic representations of (a) XPS and (b) XAS spectra of simple metals.
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with no core-hole potential (v = 0). The exponent of the divergence is –(2g − g2) for 

XAS, while it is –(1 − g2) for XPS (see Equation 3.70). It is very interesting to see 

that the exponent of the singularity in XAS of simple metals is just the same as that 

of XPS in our model of La metal if we replace the core-hole potential v by veff, which 

was given in Section 3.5.2.

If we extend the model by taking into account the electron spin and the core-hole 

potential with arbitrary strength and fi nite force range, the XAS spectrum is 

expressed as (Nozières and De Dominicis, 1969)

 

m
e e
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W
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- +
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(3.142)

where we assume that the orbital angular momentum of the core state is l (so that 

electric dipole transition is allowed to the conduction electron states with l ± 1). In 

Equation 3.142, Wl ± 1(Ω) is the XAS spectra in the limit of vanishing v and αl is 

given by

 

a d e
p

¢
d e

p
¢

¢
�

�= - + È
ÎÍ

˘
˚̇Â2

2 2 1

2
( )

( )
( )F l F

l

l

 

(3.143)

with the phase shift of the conduction electron δl(εF).

According to experimental observations, the spectra of the L23 edges of Na, 

Mg, and Al metals are sharp and peaked, while those of the K edges of Li and Al 

metals are broad and rounded. If we assume that the screened potential of the core 

hole is of suffi ciently short range, the s-wave scattering is predominant (so that 

δ0 >> δ1, δ2 and so on), then we obtain α0 > 0 and α1 < 0 from Equation 3.143, 

together with the Friedel sum rule. This means that the L edge should be peaked 

and the K edge should be rounded, in qualitative agreement with experimental 

results.

3.6.3 XAS IN La METAL

The Hamiltonians H0 and H are given by Equations 3.81 and 3.82, respectively. The 

optical transition operator Equation 3.133 simulates the electric dipole transition 

from a La 3d core state to a La 4f state as well as that from the 3d core state to the 

f-symmetric partial wave states of conduction electrons (spin and orbital degeneracy 

is disregarded for simplicity) (Figure 3.17). In the limit of vanishing hybridization V, 

the XAS spectrum consists of a line spectrum at h̄Ω = εf with the intensity |Mf |2 and 

a continuous spectrum |Mc|2ρ above εF, as shown with dashed lines in Figure 3.18. 

The corresponding fi nal states are given by

 Ô Ò = Ô Ò+f a f 0 ,
 

(3.144)

 Ô Ò = Ô Ò+k ak¢ ¢ 0 .
 (3.145)
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In the following, we show how this spectrum is affected by switching on the 

hybridization V for two different cases (Kotani and Toyozawa, 1973a).

3.6.3.1 Case A: εf < εF

(A-1) Threshold excitation (h- Ω ≈ εf )
When V is switched on, the state |  f 〉

 
is coupled with the states ak

+ ak′ |  f 〉 by the 

 effective potential veff (see Equation 3.87), which describes the second-order process 

( f → k and k′ → f ). Therefore, we have an electron-hole pair excitation on the 

Fermi sea. The repetition of such a process results in the orthogonality catastrophe 

at the absorption edge as well as a shift of the edge Δ f, which is exactly the same as 

the XPS spectrum of simple metals (see Section 3.5.1) if we replace veff by the direct 

F

core

Mf Mc

ε

ε

f

ε

FIGURE 3.17 Model of XAS in La metals.

(Ω
)

μ

F,~
Ff,~

f

(a)

(Ω
)

μ

(b)

(A–1)
(B–1)

(B–2)(A–2)

ε ε F,~
Fε εεε f,~

fεεΩћ Ωћ

FIGURE 3.18 Schematic representation of XAS spectra calculated with the model shown 

in Figure 3.17. The fi gures (a) and (b) correspond to the cases of εf < εF and εf > εF, 

respectively.
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core-hole potential v. Namely, the XAS threshold diverges, as shown in Figure 3.18a, 

in the inverse power form: 

 
m e( ) ( ) ,

( )W Wª - - -� �
f

g1 2
eff  (3.146)

 
g veff eff= -r ,

 (3.147)

 
�e ef f f= + D .

 
(3.148)

(A-2) Fermi edge (h- Ω ≈ εf) 

The fi nal state | k′ 〉, which gives a discontinuous Fermi edge at h̄Ω = εF, is mixed 

 resonantly with |  f k k′ 〉 ≡ af
+ ak | k′ 〉 (with εk ≈ εf) by the hybridization V. Then, by the 

second-order process | k′ 〉 → |  f  k k′ 〉 → | k′ 〉, the state | k′ 〉 has the self-energy cor-

rection Σ0(z) (see Equation 3.94); that is, the state | k′ 〉 has the energy shift Δ0 and the 

lifetime broadening Γ ≈ πρV2. Therefore, the Fermi edge is blurred out in the form
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(3.149)

with

 
�e eF F= + D0. (3.150)

3.6.3.2 Case B: εf >> εF

(B-1) Fermi edge (h̄Ω ≈ εf)
In this case, the core electron is excited to the Fermi edge and thus the situation is 

exactly the same as the Fermi edge singularity in simple metals except for replacing 

the direct core-hole potential v with the effective potential veff. Thus, we have

 
m e( ) ( ) ,W Wª - - -( )� �

F

g g2 2
eff eff

 
(3.151)

and the XAS spectrum diverges at the Fermi edge as shown in Figure 3.18b.

(B-2) Excitation to the 4f level (h- Ω ≈ εf) 

The excitations of the core electron to the f and c states interfere with each other 

through the hybridization V, resulting in the Fano resonance (Fano, 1961). The XAS 

spectrum exhibits an asymmetric peak and dip characteristic of the Fano resonance 

as shown schematically in Figure 3.18b. For more details of this XAS behavior, see 

the papers by Kotani and Toyozawa (1973a,b).

According to the experimental results of 4d XAS in La and Ce metals, no sharp 

Fermi edge is observed at the Fermi level, which was determined by XPS measure-

ments, and furthermore, one or several sharp peaks corresponding to the 4d–4f 

 transition have been recognized below the presumed Fermi level (Suzuki et al., 1972). 

This situation is qualitatively in agreement with the spectrum of Figure 3.18a.
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3.6.4 Ce 3d XAS OF MIXED VALENCE Ce COMPOUNDS

Gunnarsson and Schönhammer (1983b) calculated the Ce 3d XAS of mixed valence 

Ce intermetallic compounds. Figure 3.19 shows the result for CeNi2 with the same 

parameter values as those used in the calculation of 3d XPS (Figure 3.11) compared 

with the experimental result. The XAS spectrum exhibits two peaks, which are 

interpreted to originate mainly from the 4f 2 (main) and 4f1 (satellite) confi gurations 

in each of the 3d5/2 and 3d3/2 components.

As mentioned previously, the ground state is a linear combination of the states 

A, B, and C (Figure 3.10) in the lowest-order terms of the 1/Nf expansion method. In 

the fi nal state of Ce 3d XAS, we have an additional 4f electron (say the state fv0), 

excited from the core state by the incident photon. Therefore, the fi nal states are 

 linear combinations of the following basis states:

 
Ô Ò = Ô Ò+A A¢ afv0

,
 

(3.152)
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(3.154)

FIGURE 3.19 Experimental (dots) and theoretical (solid curve) results of the Ce 3d XAS 

spectrum of CeNi2. (Reprinted with permission from Gunnarsson, O., and Schönhammer, K., 

Phys. Rev. B, 28, 4315, 1983. Copyright 1983 by the American Physical Society.)
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corresponding to the 4f1, 4f2, and 4f3 confi gurations, respectively. The important 

point is that the occupations of the 4f2 and 4f3 confi gurations in the ground state are 

negligibly small because their energies 2 ε  f  0  − ε + Uff and 3 ε  f  0  − ε − ε′ + 3Uff are 

much higher than those of 4f0 and 4f1 confi gurations. Therefore, we can disregard 

the contribution of the 4f3 confi guration in the XAS spectrum. Compared with the 

three-peak structure of XPS, the many-body charge-transfer effect is weaker in 

XAS, resulting in the double-peak structure, and the essential reason for this is 

that in XAS the photo-excited 4f electron ( fv0) screens the core-hole potential to 

suppress the further screening by the charge-transfer effect.

The calculation of the Ce 3d XAS spectrum of CeO2 was made by Kotani et al. 

(Jo and Kotani, 1988b; Kotani and Ogasawara, 1992), and the result is shown in 

Figure 3.20. We see a double-peak structure similar to that of CeNi2, which are 

assigned as 4f2L (main) and 4f1 (satellite) confi gurations in the fi nal state, in reason-

able agreement with the experimental result shown in the inset. If we take into 

account only two confi gurations (4f 0 and 4f1L in the ground state and 4f1 and 4f 2L in 

the fi nal state), and consider the case of N = 1, the Hamiltonian matrix Equation 

3.107 for XPS reduces, in the case of XAS, to
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FIGURE 3.20 Calculated result of the Ce 3d XAS spectrum for CeO2. Experimental result 

is shown in the inset. (Reprinted from Kotani, A., and Ogasawara, H., J. Electron Spectrosc. 
Relat. Phenom., 60, 257, 1992. With permission from Elsevier Ltd.)
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for the ground state and 

 

e f fc f

f f ff fc

U N V

N V U U

0

0

1

1 2 2

- -

- - + -

Ê

Ë
Á
Á

ˆ

¯
˜
˜e en

 

(3.156)

for the fi nal state. If we disregard the difference between  √ 
___

 Nf   V and  √ 
_____

  Nf −  1  V, and 

the difference between Uff and Ufc, the structure of the two Hamilton matrices 

 coincide with each other. Thus, no charge transfer occurs in going from the ground 

state to the fi nal state.

3.6.5 Ce L3 XAS

We have shown that in Ce 3d XAS, the photo-excited 4f electron directly screens the 

core-hole potential. In Ce L3 XAS, on the other hand, a core electron (2p3/2 state) is 

excited to the Ce 5d conduction band, instead of the Ce 4f state. Then the photo-

excited 5d electron also partly screens the core hole charge and, as shown in this 

subsection, this screening effect due to the 5d electron plays an important role in 

determining the spectral shape of the L3 XAS.

Let us consider the Ce L3 XAS of CeO2. The core-hole potential acting on the 

4f state, −Ufc, because of the 2p core hole is known to be nearly the same as that 

due to the 3d core hole, which we have already treated in the discussion on Ce 3d 

XPS. So we take them to be the same. Then, if we disregard the role of the photo-

excited 5d electron, the fi nal state interaction caused by the core hole is almost the 

same for Ce 3d XPS and L3 XAS. According to experimental data, however, the 

spectral features of the L3 XAS are very different from those of the 3d XPS. As 

shown in the inset of Figure 3.21, the experimental L3 XAS (Bianconi et al., 1987) 

has only two peaks whose energy separation is about 8 eV, whereas the 3d XPS has 

three peaks and the energy separation of the outermost two peaks is about 16 eV, as 

seen from Figure 3.13.

Jo and Kotani (1985) calculated the L3 XAS of CeO2 by taking into account the 

screening of the core-hole potential by the 5d electron, which is treated by introduc-

ing the core-hole potential acting on the 5d electron, −Udc. At the same time, they 

introduced the repulsive Coulomb interaction Ufd between the 5d and 4f electrons, in 

order to avoid the overscreening by both 4f and 5d screening charges.

The Hamiltonian of the initial state is given by

 

H a adk dk dk

k

0 + +Âe
 

(3.157)

and that of the fi nal state by
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where H0 is given by Equation 3.106 and εdk is the energy of the Ce 5d conduction 

band, which is expressed as

 

e edk d
d dW W

N
k= - + -Ê

ËÁ
ˆ
¯̃2

1

2
 

(3.159)

similar to Equation 3.105. The parameter values are taken to be the same as those 

determined from the analysis of 3d XPS (see Section 3.5.4), and the new parameters 

are taken as Ufd = 4.0 eV and Udc = 5.0 eV. The calculated result is shown by the solid 

curve in Figure 3.21, which is in good agreement with the experimental result shown 

in the inset, if we take into account an appropriate background contribution. On the 

other hand, the result with Ufd = 0 and Udc = 0 is nothing but a more broadened 

 version (because of the Ce 5d bandwidth) of the Ce 3d XPS.

The essential reason for the two-peak structure of L3 XAS is easily understood 

by considering the limiting case of N = 1 (both for the O 2p and Ce 5d bands). The 

Hamiltonian of the ground state is given by Equation 3.107 with Ufc = 0 and that of 

the fi nal state by

e

e e e
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 (3.160)

In Figure 3.22, three energy eigenvalues in the fi nal state are shown as a function 

of Ufd where the dashed lines I, II, and III correspond to the energies of 4f2L2, 4f1L, 

and 4f0 confi gurations without the hybridization and the solid curves are those after 

FIGURE 3.21 Calculated results of the Ce L3 XAS spectra for CeO2 compared with the 

experimental result in the inset. (Reprinted from Kotani, A., and Jo, T., J. Physique, C8/915, 

1986. With permission.) 
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the hybridization (Jo and Kotani, 1985). In the limit of Ufd = 0, the three energies are 

essentially the same as those of 3d XPS, so that we have three-peak structure. 

However, with increasing Ufd the energies of 4f2L2 and 4f1L confi gurations increase 

by 2Ufd and Ufd, respectively. For Ufd = 4.0 eV, the energies of 4f 0 and 4f 2L2 confi gu-

rations become close to each other and they mix only weakly through the mixing 

with the 4f1L confi guration. Thus, they cannot be resolved into two XAS peaks if we 

take into account the spectral broadening by the core hole lifetime. This is the reason 

for the two XAS peaks, one for mainly the 4f1L confi guration and the other for the 

4f0 and 4f2L2 unresolved confi gurations.

In the case of N = 1, mentioned previously, the role of the core-hole potential −Udc 

is not important and results only in a uniform energy shift of the fi nal state. This is 

because the Ce 5d state is already localized for N = 1, irrespective of the existence of 

the potential −Udc. When we take into account a fi nite bandwidth of the 5d states, on the 

other hand, the 5d wave function is extended in space, so that it is not much affected by 

the local interaction Ufd without the potential −Udc. The role of −Udc is to localize the 

5d states around the core hole site (the 5d screening effect of the core-hole potential), 

and then the 5d electron couples strongly with the localized 4f electron through Ufd.

As another example, we show in Figure 3.23 (Kotani et al., 1987b) the calculated 

Ce L3 XAS spectra for CeF4 with (Ufd, Udc) = (4, 5) eV (solid curve) and (0, 0) eV 

(dashed curve). The other parameter values are the same as those used in the analysis 

of the Ce 3d XPS (see Section 3.5.4). The result of the dashed curve is a more 

FIGURE 3.22 Final-state energies of the Ce L3 XAS calculated in the limit of N = 1 and 

shown as a function of the 4f-5d Coulomb interaction Ufd. (Reprinted from Jo, T., and 

Kotani, A., Solid State Commun., 54, 451, 1985. With permission from Elsevier Ltd.)
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 broadened version of the 3d XPS (Figure 3.14), and it is very different from the 

experimental result (Kaindl et al., 1987) shown in the inset. On the other hand, 

the solid curve is in good agreement with the experimental result, if we consider 

the background contribution (the dashed curve in the inset).

It should be mentioned that the effect of −Udc and Ufd is also important in 

 explaining the La L3 XAS spectral shape of insulating La compounds, LaF3 and 

La2O3 (Kotani et al., 1987a; Kotani et al., 1988). The 3d XPS of these La compounds 

exhibits a two-peak structure, corresponding to the bonding and antibonding states 

of 3d94f 0 and 3d94f1L confi gurations. An example is given for La2O3 in Chapter 5. 

Conversely, the La L3 XAS spectra of these compounds exhibit a single peak with an 

asymmetric spectral shape. The analysis of these spectra was made in a similar 

 manner to that for Ce compounds and the results for (Ufd , Udc) = (4, 5) eV were found 

to be in good agreement with experimental XAS spectra (not shown here).

For metallic La and Ce compounds, the effect of −Udc and Ufd is much weaker 

than that in insulating La and Ce compounds because these potentials are screened 

by conduction electrons. The typical value of Ufd is reduced to 1.0–2.0 eV from that 

in insulating systems (~4.0 eV), but its effect on the XAS spectral shape is still 

important. Here we show the result for LaPd3 (Kotani et al., 1987c; Kotani et al., 

1988). The inset of Figure 3.24 shows the experimental La L3 XAS spectrum (solid 

curve) and its second derivative (dotted curve), while the upper and lower panels are 

the calculated results with (Ufd, Udc) = (2.0, 1.7) eV and (0, 0) eV, respectively. In the 

calculation, −Udc and Ufd are assumed to act only on the photo-excited 5d electron. 

As shown in Figure 3.5a, the La 3d XPS spectrum has a double-peak structure 

 corresponding to 3d94f0 and 3d94f1 L confi gurations, and the result calculated with 

(Ufd, Udc) = (0, 0) eV is a more broadened version of the 3d XPS. Thus, the peak of the 

XAS spectrum is considerably rounded and its second derivative does not agree with 
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FIGURE 3.23 Calculated results of the Ce L3 XAS spectra for CeF4 compared with the 

experimental result in the inset. (Reprinted from Kotani, A., Jo, T., and Parlebas, J.C., 

Adv. Phys., 37, 37, 1988. With permission.)
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the experimental result. On the other hand, the result with (Ufd, Udc)
 
= (2.0, 1.7) eV is 

in good agreement with the experiment because the energy of the 3d94f1 L confi g-

uration is pushed up towards the 3d94f0 confi guration by the effect of Ufd. Thus, the 

XAS peak becomes sharper, similar to the experimental result.

For metallic mixed valence Ce compounds, the importance of the effect of −Udc 

and Ufd will be discussed in detail in Chapters 5 and 8.

3.6.6 XAS IN TRANSITION METAL COMPOUNDS

We calculate the 2p XAS spectra of TM compounds with the same model as that 

in Section 3.5.5. Similar to the consideration in the preceding subsection, the 

Hamiltonian H in the fi nal state of XAS is given by

 H E E U Un n
dd dc

n n= Ô Ò· Ô+ + + - Ô Ò· Ô+ + + +
1

1 1

1

2 2
3 3 3 3d d d L d L( )D

 + Ô Ò · Ô+ Ô Ò · Ô+ + + +V n n n n
eff d d L d L d
¢

( ),3 3 3 3
1 2 2 1  (3.161)

FIGURE 3.24 Calculated results of the La L3 XAS spectrum (solid curve) and its second 

derivative (dotted curve) for LaPd3 compared with the experimental result in the inset. (Reprin-

ted from Kotani, A., Jo, T., and Parlebas, J.C., Adv. Phys., 37, 37, 1988. With permission.)
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where E1 = E0 + εd − Udc and V ′eff is the effective hybridization strength (not explicitly 

given here) similar to Equation 3.118 in XPS. 

The ground state is given by Equation 3.120 with Equation 3.121, and the fi nal 

states are given by the same expression in XPS only by replacing Δf with

 
D Df dd dcU U¢ = + -

 (3.162)

and by replacing Veff with V ′eff. Numerical calculations for I+/I− and δE ≡ E1 − E− are 

easily made and here, for example, we give the results for NiF2 and FeF2. We use the 

parameter values from Table 3.2 and the value of Udd − Udc is fi xed at −0.2 eV (see 

Table 5.1 of Chapter 5). For NiF2, we have V ′eff = V(eg) = Veff/2 = 1.41 eV and 

Δ′f = 8.2 eV, so that I+/I− = 0.017 and δE = 8.67 eV. For FeF2, we have V′eff = 2.72 eV, 

Δ′f = 11.0 eV, I+/I− = 0.00073, and δE = 12.27 eV. Compared with I+/I− = 0.60 (NiF2) 

and 0.26 (FeF2) in XPS, the value of I+/I− is found to be much smaller. This is the 

effect of the photo-excited 3d electron, which screens the core-hole potential directly 

and suppresses further screening because of the charge-transfer effect. This is essen-

tially the same situation as mentioned in the Ce 3d XAS (Section 3.6.4). The effect 

is very clear, if we consider a limiting situation where V′eff = Veff and Δ′f = Δ. Then we 

have I+/I− = 0, namely the phase of the wave function in the ground state is exactly 

the same as that of the lower energy fi nal state and orthogonal with the higher energy 

fi nal state. Consequently, the intensity of the XAS satellite (higher energy fi nal state) 

vanishes by the phase cancellation effect. It should also be noted that the value of δE 

is larger than δEB in XPS because the value of Δ′f  is larger than Δ.
Experimental results of 2p XAS in various TM compounds will be given in the 

following chapters. In most cases, the main structures of the 2p XAS spectra are 

determined by atomic multiplet structures originating from multipole components of 

the electron–electron Coulomb interaction, the spin–orbit interaction and the crystal 

fi eld effect, and the many-body charge-transfer effect plays only a minor role. This is 

in strong contrast with the 2p XPS of TM compounds where the many-body charge-

transfer effect plays the dominant role as we have already seen and the atomic 

multiplet effect is minor. The essential difference of XAS and XPS spectra is that, in 

XAS, the photo-excited electron stays in the 3d state and participates directly in the 

screening of the core hole charge while, in XPS, it is excited to a high energy continuum 

that is detected as a photoelectron and it never participates in the screening.

For 3d XPS and 3d XAS of mixed valence Ce compounds and 2p XPS of 

 transition metal compounds, the many-body charge transfer calculation (without 

multiplet effect) works as a good starting approximation and the atomic multiplet 

effect gives some corrections to this fi rst approximation. On the other hand, for 

2p XAS of  transition metal compounds, the LFM theory (with crystal fi eld effect 

but without charge-transfer effect) serves as a good starting approximation and the 

charge- transfer, effect gives some corrections to this fi rst approximation. In any 

case, the most complete model is the CTM theory, which includes all of the 

crystal fi eld, charge transfer, and multiplet effects. The estimation of I+/I− in XAS 

given in this section is too crude but, using the CTM theory, it can be somewhat 

improved upon.
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3.7 COMPARISON OF XPS AND XAS 

In order to see the large difference between XPS and XAS spectra, it is instructive 

to compare the XPS and XAS transitions on the ionic state energy diagram. In 

Figure 3.25, we show an ionic state energy diagram of XPS. Here we consider, for 

example, the Ni 2p XPS process of a divalent Ni compound, where we assume that 

Δ = 4 eV, Udd = 7.5 eV, and Udc = 8.5 eV (close to those of NiO given in Chapter 8). 

The two curves represent the energies of ground state confi gurations and fi nal state 

confi gurations. If the energy of the 3d8 confi guration (3d count = 8) in the ground 

state is taken as the origin of the energy, then that of the 3d9L (3d count = 9) is Δ. If 

we take the energy of the 3d8 confi guration in the fi nal state as E0, the energy of 3d9L 

is E0 + Δ − Udc. In Figure 3.25, E0 is taken to be 10 eV (the offset energy). The energy 

of the 3d10L2 confi guration (3d count = 10) is 2Δ + Udd for the ground state and E0 + 
2Δ + Udd − 2Udc for the fi nal state. Going in the opposite direction, the energy of 3d7L 

is equal to −Δ + Udd for the ground state and E0 − Δ + Udd + Udc for the fi nal state, 

where the energy difference of L (ligand electron) and L (ligand hole) is neglected 

for simplicity. This fi gure is based on the work of John Fuggle who introduced this 

fi gure for VPES spectra of RE systems (Fuggle et al., 1983). The arrows indicate the 

XPS transitions in which a 2p core electron is excited to an empty state. This implies 

the transition from 3d8 to 2p53d8 and so on. The energy of 2p53d9L is lower than that 

of 2p53d8, which means that the ionic confi guration at the lowest energy is dominated 

by the 2p53d9L confi guration (i.e. the well screened state).

A similar ionic state energy diagram of the Ni 2p XAS with the same parameter 

values is shown in Figure 3.26. The fi nal state energies of 2p XAS are exactly the 

FIGURE 3.25 The energy effects in a 2p XPS experiment of a Ni2+ ion, using Δ = 4 eV, 

Udd = 7.5 eV and Udc = 8.5 eV. The dark curve describes the ground state. The light curve is 

the 2p XPS spectrum offset by 10 eV. The arrows indicate the 2p XPS transitions.
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FIGURE 3.26 The energy effects in a 2p XAS experiment of a Ni2+ ion, using Δ = 4 eV, 

Udd = 7.5 eV and Udc = 8.5 eV. The dark curve describes the ground state. The light curve is 

the 2p XPS spectrum offset by 10 eV. The arrows indicate the 2p XAS transitions.
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same as for the 2p XPS. The difference is that the transitions are vertical for 2p XPS 

(3d8 to 2p53d8) and diagonal for 2p XAS (3d8 to 2p53d9). There is a small difference 

between the parabola-like curves of the ground and excited states and the excitation 

energies of the two transitions are E0 + Δ − Udc (from 3d8 to 2p53d9) and E0 + Δ + 
Udd − 2Udc (from 3d9L to 2p53d10L). Apart from the small shift, Udd − Udc = −1 eV, 

the  energies are the same. This implies that the ground-state and fi nal-state mixing 

are similar, which implies that the process is dominated by the transitions from the 

bonding combination of 3d8 and 3d9L to the bonding combinations of 2p53d9 and 

2p53d10L. This indicates clearly that the charge-transfer effect in XAS is much 

smaller than that in XPS. This effect is discussed in more detail in Section 4.3.

In this chapter, we have discussed the many-body charge-transfer effects that 

have more importance for XPS. As a consequence, the main part of this chapter has 

been devoted to XPS. In Chapters 5 and 8, respectively, we describe XPS and RXES 

along with the CTM theory. In Chapters 4, 6, and 7, we mainly focus on XAS and 

details of the LFM theory and CTM theory are presented.

Before closing this section, some comments are made on the screening of the 

core hole charge by the photo-excited electron in XAS. This effect suppresses the 

charge transfer when going from the ground state to the fi nal state. However, this 

does not mean that the charge-transfer effect is suppressed in each of the ground and 

fi nal states. For instance, the ground state of NiF2 is a mixed-state confi guration of 

92% 3d8 and 8% 3d9L because of the charge-transfer effect (Table 3.2). With their 

more covalent nature, the mixing will be still larger for NiCl2 and NiO. Therefore, even 

though the XAS spectra of these materials are very well described by the LFM theory, 

it cannot be assumed that the electronic states are also well described by this theory. 
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As the LFM theory disregards the charge-transfer effect, the ground state of these 

materials is in the pure 3d8 confi guration, which is incorrect. The essential point is 

that the charge-transfer effect can be renormalized by modifying the crystal fi eld 

strength and the Slater integrals describing the multiplet coupling, in the calculation 

of XAS by the LFM theory. However, it is not the case in the calculation of XPS 

together with the calculation of the ground and excited electronic states.
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 4 Charge Transfer 
Multiplet Theory

4.1 INTRODUCTION

In Chapter 2, we used the single electron excitation description of x-ray absorption 

and the other core level spectroscopies. However, in the core level spectroscopies of 

strongly correlated electron systems, such as rare earth (RE) systems and transition 

metal (TM) compounds, the single electron excitation picture often breaks down. 

The many-body effects beyond the single electron excitation are mainly divided into 

the charge-transfer effect and the intra-atomic multiplet coupling effect.

In Chapter 3, the many-body charge-transfer effect in x-ray photoemission 

spectroscopy (XPS) and x-ray absorption spectroscopy (XAS) was discussed, and it 

was shown that the charge-transfer effect plays an essential role in RE 3d XPS and 

TM 2p XPS, but that the charge-transfer effect is much weaker in XAS than XPS. 

On the other hand, the multiplet coupling effect is of primary importance when 

describing XAS, especially TM 2p XAS, as is shown in this chapter and Chapter 6. 

The charge transfer multiplet (CTM) theory is where both the charge-transfer and 

multiplet effects are taken into account, which is applicable to the calculation of 

most XPS and XAS spectra in RE and TM systems.

In this chapter, we outline the basic aspects of the CTM theory and discuss the 

importance of the multiplet effect (as well as the charge-transfer effect) over the sin-

gle electron excitation picture in XAS of TM compounds. Applying the single elec-

tron excitation description to TM oxides, good agreement is found for the oxygen K 

edges whereas for the metal L2,3 edges, the agreement is poor. The reason for this 

discrepancy is not that the density-of-states (DOS) is wrongly calculated, but that the 

DOS is not observed in such x-ray absorption processes. The reason for the deviation 

from the DOS is the strong overlap of the core wave function with the valence wave 

functions. The potential overlap of core and valence wave functions is also present in 

the ground state but, because all core states are fi lled, it is not effective and one can 

approximate the core electrons with their charge. In the fi nal state of an x-ray absorp-

tion process, a partly fi lled core state is found (e.g. a 2p5 confi guration). In the case 

of a system with a partly fi lled 3d band, for example NiO, the fi nal state will have an 

incompletely fi lled 3d band. For NiO, this can be approximated as a 3d9 confi gura-

tion. The 2p hole and the 3d hole have radial wave functions that overlap signifi -

cantly. This wave function overlap is an atomic effect that can be very large. It creates 

fi nal states that are found after the vector coupling of the 2p and 3d wave functions. 

This effect is well known in atomic physics and actually plays a crucial role in the 

calculation of atomic spectra. Experimentally, it has been shown that while the direct 
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core hole potential is largely screened, these so-called multiplet effects are hardly 

screened in the solid state. This implies that the atomic multiplet effects are of the 

same order of magnitude in atoms and in solids.

In the case of strongly correlated excited states (or localized states) in XAS, like 

the TM 3d states or the RE 4f states, the interaction between the electrons, as well as 

the interaction of the electrons with the core hole after the absorption  process, has to 

be taken into account explicitly. To be more specifi c, localized 3d states imply 

 1. Charge-transfer effects: The energy differences between different occu-

pations of the 3d states, yielding large reordering effects in the energy 

positions of confi gurations because of the core hole potential.

 2. Multiplet effects: Large 2p3d two-electron integrals.

In order to describe the CTM theory in this chapter, we start with an atomic 

model where only the interactions within the absorbing atom are considered, without 

any infl uence from the surrounding atoms. Solid state effects are then introduced as 

a perturbation. This can be justifi ed if the intra-atomic interactions are much larger 

than the one between the atoms. The fi rst effect of the solid that is included is the 

effect of the crystal fi eld in a solid. This takes into account the symmetry aspects of 

the solid. The second effect of the solid is the effect of bonding, which is described 

by the charge-transfer effect. This effect also takes care of the screening effects in 

the presence of a core hole.

In Appendix F, some discussion is presented on the theoretical methods for 

treating the single electron excitation picture, which is useful for the calculation 

of the O 1s XAS of TM oxides, as well as the XAS calculations in the systems 

where the f or d shells are empty or completely fi lled. We look at the Fermi Golden 

Rule for x-ray absorption to pinpoint where the multiplet and charge-transfer 

effects are removed in the single electron excitation description that identifi es the 

fi nal state in XAS with the DOS. In the dipole approximation, the Fermi Golden 

Rule was found in Chapter 2 to be:

 

W E Efi q
q

μ | | | |f i f i· ◊ Ò - +Â F F We r 2 d ( ).�  (4.1)

This Fermi Golden Rule is a general expression and uses the initial state (Φi ) and 

fi nal state (Φf) wave functions. These wave functions are not exactly known and in 

practical calculations, one must make approximations to actually calculate the x-ray 

absorption cross-section. In the single electron excitation model, the initial state 

wave function is rewritten as a core state (c) and the fi nal state wave function as an 

empty state (ε). Hence, it is implicitly assumed that all other electrons do not partici-

pate in the x-ray induced transition. The matrix element is then rewritten to a single 

electron matrix element, abbreviated with M, that is:

 
| | | | | | | | | | | |f i i i q· ◊ Ò = · ◊ Ò ª · ◊ Ò ∫F F F Fe r e r e rq qc c M2 2 2 2e e .

 
(4.2)
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The delta function in Equation 4.1 implies that one observes the density of empty 

states (  r) and using the one electron approximation this yields: 

 
I MXAS ~ .

2r  (4.3)

The remaining problem in the single electron excitation model is then the deter-

mination of the DOS r where, in principle, r must be calculated in the presence of 

the core hole (r*). The main methods that start from this approximation are based 

on the local (spin) density approximation (LDA or LSDA) of the density functional 

theory (DFT). For more details on the LSDA of DFT and some computer codes for 

XAS calculations with LSDA together with some methods that go beyond LSDA 

(see Appendix F). 

4.2 ATOMIC MULTIPLET THEORY

Atomic multiplet theory is the description of the atomic structure with quantum 

mechanics. There exist many textbooks that discuss this issue at great length. The 

basic aspects only, which are needed for a general understanding of the concepts, are 

touched on here. 

The starting point is the Schrödinger equation of a single electron in an atom:

 H EY Y=  (4.4)

with the Hamiltonian H is equal to:

 
H

m

Ze= - — -�2
2

2

2 r
.  (4.5)

The kinetic energy term contains the electron mass m and the derivatives to the 

three directions x, y, and z. The nuclear term describes the Coulomb attraction of the 

nucleus with the atomic number Z. The solutions of this equation are the atomic 

orbitals as defi ned by their quantum numbers np, l, and ml. Table 4.1 gives the atomic 

orbitals, along with their spectroscopic names. The principal quantum number is 

TABLE 4.1
Principal (np), Azimuthal (l ), and Magnetic (ml) Quantum 
Numbers and Their Spectroscopic Names

Level Edge np − l ml Values

1s K 1–0 0

2s L1 2–0 0

2p L2 and L3 2–1 −1, 0, +1

3s M1 3–0 0

3p M2 and M3 3–1 −1, 0, +1

3d M4 and M5 3–2 −2, −1, 0, +1, +2
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96 Core Level Spectroscopy of Solids

usually written as n, but we use np in order to discriminate from the 3d (or 4f) elec-

tron  number n in an atom.

The atomic wave functions (ΨLM) of the 3d electrons are:
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(4.6)

In atoms where more than one electron is present, there are two additional terms 

in the atomic Hamiltonian: the electron–electron repulsion (Hee) and the spin–orbit 

coupling of each electron (Hls). The total Hamiltonian is then given by:

 

H
m

Ze e
l si

N iN ij
i i i

N

ATOM

pairs

= + - + + ◊Â Â Â Âp
r r

r
2 2 2

2
z ( ) .  (4.7)

Here  ∑ 
N
  

 

    is the abbreviation of  ∑ 
i = 1

  N
   . The kinetic energy and the interaction with 

the nucleus are the same for all electrons in a given atomic confi guration. They 

defi ne the average energy of the confi guration (Hav). The electron–electron repulsion 

and the spin–orbit coupling defi ne the relative energy of the different terms within 

this confi guration. The main diffi culty when solving this equation is that Hee is too 

large to be treated as a perturbation. A solution to this problem is given by the central 

fi eld approximation, in which the spherical average of the electron–electron interac-

tion is separated from the nonspherical part. The spherical average 〈Hee 〉 is added to 

Hav to form the average energy of a confi guration. In the modifi ed electron–

electron Hamiltonian H′ee, the spherical average has been subtracted

 

H H H
e e

ee
ij ij

¢ = - · Ò = -Â Âee ee

pairs pairs

2 2

r r
.  (4.8)

The two interactions H′ee and Hls therefore determine the energies of the different 

terms within the atomic confi guration.

4.2.1 TERM SYMBOLS

The overview of quantum numbers of a single electron and two electrons in an atom, 

as well as their nomenclature, is given in Table 4.2. The principal quantum number 
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np is not important for the angular symmetry of a state. For a single electron, the 

quantum numbers are indicated with the orbital angular momentum l, the spin angu-

lar momentum s of 1/2, the total angular momentum j with two values l + 1/2 and 

l − 1/2, the magnetic quantum number ml, the spin magnetic quantum number ms, 

and the total magnetic quantum number mj.

For a two-electron confi guration, the maximum orbital angular momentum L is 

equal to the addition of the two individual orbital angular momenta, l1 and l2. The 

same rule applies to the spin angular momentum, implying that the spin angular 

momentum of two electrons can be either 1 or 0, and the total angular momentum J 
takes the values from |L – S| to L + S by step 1. 

For multi-electron confi gurations with quantum numbers L, S, and J, in general, 

a term symbol is written as 2S+1LJ, where the orbital angular momentum L is indi-

cated with their familiar notation: S for L = 0, P for L = 1, and so on. In the absence 

of spin–orbit coupling, all terms with the same L and S have the same energy, giving 

an energy level that is (2L + 1)(2S + 1)-fold degenerate. When spin–orbit coupling is 

important, the terms are split in energy according to their J-value with a degeneracy 

of 2J + 1. The quantity 2S + 1 is called the spin multiplicity of the term and the 

terms are called singlet, doublet, triplet, quartet, and so on according to S = 0, 1/2, 

1, 3/2, and so on.

A single s electron has an orbital angular momentum l = 0, a spin angular 

momentum s = 1/2 and a total angular momentum j = 1/2. There is only one term 

TABLE 4.2
Overview of the Quantum Numbers and Their Nomenclature 

Name Symbol
Values

(Single Electron)
Values

(Two Electrons)

Principal quantum number np np(max) = ∞
 steps of 1

np(min) = 1

Azimuthal quantum number or orbital 

angular momentum quantum number

L or l l(max) = n −1

 steps of 1

l(min) = 0

L(max) = l1 + l2

 steps of 1

L(min) = |l1 – l2|

Magnetic quantum number ML or mL ml(max) = l
 steps of 1

ml(min) = −l

ML(max) = L
 steps of 1

ML(min) = −L

Spin angular momentum quantum number S or s 1/2 S(max) = 1

S(min) = 0

Spin magnetic quantum number MS or ms ms(max) = 1/2

ms(min) = −1/2

MS(max) = S
MS(min) = −S

Total angular momentum quantum number J or j j(max) = l + 1/2

j(min) = l − 1/2

J(max) = L + S
 steps of 1

J(min) = |L − S|

Total magnetic quantum number MJ or mJ mj(max) = j
 steps of 1

mj(min) = −j

MJ(max) = J
 steps of 1

MJ(min) = −J
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98 Core Level Spectroscopy of Solids

symbol 2S1/2. For one p electron, l = 1, s = 1/2, and j can be 1/2 or 3/2, corresponding 

to term symbols 2P1/2 and 2P3/2. Similarly, a single d electron has term symbols 2D3/2 

and 2D5/2 and a single f electron 2F5/2 and 2F7/2. The degeneracy of these states is given 

by 2j + 1, which gives the well-known 2 : 1 ratio for 2P1/2 and 2P3/2 (L2 and L3 edges) 

and 3 : 2 for 2D3/2 and 2D5/2 (M4 and M5 edges).

The usual approach to solve the Hamiltonian is to distinguish two situations, 

LS-coupling and jj-coupling. In the case of valence electrons, one fi nds that the 

spin–orbit coupling is small, especially for light elements. In that case, one can 

neglect the spin–orbit coupling HLS and use pure LS-coupling. The valence elec-

trons of heavier atoms have a stronger spin–orbit coupling and one has to include 

the spin–orbit coupling into the description of the ground state. In the case of a sin-

gle core hole, not interacting with any valence electrons, the core hole spin–orbit 

coupling (HLSc) is often larger than the electrostatic interactions and pure jj- coupling 

can be used. However, in many cases, it is necessary to use intermediate coupling. 

For example, in the case of a core hole interacting with valence holes, one usually 

fi nds that HLSc > H′EE > HLS ′  and intermediate coupling is necessary.

Why is the coupling scheme important? An important answer is obtained when 

looking at the commutation relation of the respective Hamiltonian terms. For the 

electrostatic interactions, one fi nds that it commutes with the orbital angular 

 momentum, the spin angular momentum, and the total angular momentum. This 

implies that the electrostatic interactions are diagonal in L and S (thus also in J). In 

contrast, the spin–orbit coupling commutes neither with L or S, only with J. This 

implies that if spin–orbit coupling is important, the overall Hamiltonian is only 

 diagonal in J. Because this is the basic situation in core level spectroscopy, in most 

sections intermediate coupling is used as the basic rule and LS-coupling and 

jj-coupling is used only to give simpler examples.

4.2.2 SOME SIMPLE COUPLING SCHEMES

In the case of a TM ion, the important confi guration for the initial state of the absorp-

tion process is 3dn. In the fi nal state with a 3s or a 3p core hole, the confi gurations 

are 3s13dn+1 and 3p53dn+1. As the principal quantum number has no infl uence on the 

coupling scheme, the same term symbols can be found for 4d and 5d systems or for 

2p and 3p core holes. 

In case of a 2p2 confi guration, the fi rst electron has six quantum states available, 

the second electron only fi ve. This is because of the Pauli exclusion principle that 

forbids two electrons to have the same quantum numbers np, ml, and ms. Because the 

sequence of the two electrons is not important, dividing the number of combinations 

by two gives 15 possible combinations. 

A 2p electron has quantum numbers l = 1 and s = 1/2. This gives the six individ-

ual combinations with ml = +1, 0, or −1 and ms = +1/2 or –1/2. We will use a short-

hand notation and write ⏐1, +〉 to indicate the quantum numbers. One can create a 

two-electron state by adding two of these ⏐mla, msa〉 combinations, for example, 

⏐1, +〉 + ⏐1, −〉. This yields a state with ⏐ML, MS 〉 quantum numbers equal to ⏐2, 0〉. 
The 15 combinations of adding two 2p electrons are indicated in Table 4.3.

In Table 4.4, it can be seen that there are three states with ⏐ML, MS〉 = ⏐0, 0〉, two 

states ⏐ML, MS〉 = ⏐1, 0〉 and ⏐−1, 0〉 and a number of other states. Working out the 
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symmetry properties of these states, a number of so-called irreducible representa-

tions (irrep) will be found. An irrep defi nes a single confi guration with a defi ned L 

and S value. The energies of all the ⎥ ML, MS 〉 states within an ⎥ L, S 〉 irrep are the 

same. The rules on quantum numbers as outlined previously also apply for irreps. 

This gives a lead to derive the irreps directly from the number of ⎥ ML, MS 〉 states as 

given in the table. The presence of a ⎥ 2, 0 〉 implies that this state is part of an irrep 

with L equal to, at least, 2. An irrep with L = 2 has fi ve states with ML values 

TABLE 4.3
Fifteen Combinations of States |mla , msa 〉 and |mlb, msb  〉 of a 2p2 
Confi guration

⏐mla, msa〉 ⏐mlb, msb〉 ⏐ML, MS〉 # ⏐mla, msa〉 ⏐mlb, msb〉 ⏐ML, MS〉〉 #

⏐1, +〉 ⏐1, −〉 ⏐2, 0〉 1 ⏐1, −〉 ⏐−1, −〉 ⏐0, −1〉 1

⏐1, +〉 ⏐0, +〉 ⏐1, 1〉 1 ⏐0, +〉 ⏐0, −〉 ⏐0, 0〉 3

⏐1, +〉 ⏐0, −〉 ⏐1, 0〉 1 ⏐0, +〉 ⏐−1, +〉 ⏐−1, 1〉 1

⏐1, +〉 ⏐−1, +〉 ⏐0, 1〉 1 ⏐0, +〉 ⏐−1, −〉 ⏐−1, 0〉 1

⏐1, +〉 ⏐−1, −〉 ⏐0, 0〉 1 ⏐0, −〉 ⏐−1, +〉 ⏐−1, 0〉 2

⏐1, −〉 ⏐0, +〉 ⏐1, 0〉 2 ⏐0, −〉 ⏐−1, −〉 ⏐−1, −1〉 1

⏐1, −〉 ⏐0, −〉   ⏐1, −1〉 1 ⏐−1, +〉 ⏐−1, −〉 ⏐−2, 0〉 1

⏐1, −〉 ⏐−1, +〉 ⏐0, 0〉 2

Note: The # column counts the degeneracy of the total symmetry⏐ML , MS 〉 states. These 15 ⏐ML , MS 〉 
states can be put into a table collecting their overall ML and MS quantum numbers. This yields 

the result as in Table 4.4. 

TABLE 4.4
(Top) Number of States with a ⎪ML, MS 〉 
Combination; (Bottom) All the Possible 
Term Symbols of a 3p2 Confi guration

2p2 1 MS = 0 −1

ML = 2 0 1 0

ML = 1 1 2 1

ML = 0 1 3 1

ML = −1 1 2 1

ML = −2 0 1 0

ML = 2 1D

ML = 1 3P 1D 3P 3P

ML = 0 3P 1D 3P 1S 3P

ML = −1 3P 1D 3P 3P

ML = −2 1D

9071_C004.indd   999071_C004.indd   99 1/18/2008   11:07:52 AM1/18/2008   11:07:52 AM



100 Core Level Spectroscopy of Solids

between –2 and +2. The only associated MS value is MS = 0, which implies that there 

is an irrep with ⏐L, S 〉 = ⏐2, 0〉, which is a 1D term symbol. 

Removing these fi ve states from the table will then leave ten states containing 

ML = ±1 and MS = ±1. The next term symbol that is found has ⏐L, S 〉 = ⏐1, 1〉, which is 

a 3P term symbol. A 3P term symbol has nine states and we are left with one addi-

tional state with MS = ML = 0. This state belongs to an ⏐L, S 〉 = ⏐0, 0〉 term symbol, 

or 1S. We have found that the 2p2 confi guration contains the terms 3P, 1D, and 1S, with 

the respective degeneracies of 3 × 3 = 9, 1 × 5 = 5 and 1 × 1 = 1. Thus, it can be 

checked that total degeneracy adds up to 15. Including J in the discussion, we have 

the values 1D2, 
1S0, and 3P2 plus 3P1 plus 3P0. Focusing on the J-values, we have two 

J = 0, one J = 1, and two J = 2 values. Because x-ray absorption calculations are 

 carried out in the intermediate coupling, the J-value is important; the total calcula-

tion is split into its various J-values.

The term symbols of a 2p3p confi guration do not have to obey the Pauli principle. 

There will be 6 × 6 combinations of terms. The term symbols can be determined 

directly by multiplying the individual term symbols. Multiplication of terms A and B 

is written as A ⊗ B. Since both L and S are vectors, the resulting terms have possible 

values of ⏐LA − LB⏐ ≤ L ≤ LA + LB and ⏐SA – SB⏐ ≤ S ≤ SA + SB. For 2P ⊗ 2P, this gives 
L = 0, 1, 2 and S = 0 or 1. This gives the term symbols 1S, 1P, 1D and 3S, 3P, 3D. 

The respective degeneracies are 1, 3, 5 and 3, 9, 15 adding up to 36, as indicated in 

Table 4.5. Adding the J-values, for the singlet states just a single J is found (i.e. 1S0, 

TABLE 4.5
Confi gurations of s and p Electrons 

Confi gurations J Term Symbols Degeneracy Σ(2J + 1)

1s0 0 1S0 1 1

1s1 1/2 2S1/2 1 2

1s12s1 0

1

1S0

3S1

1

1
4

2p1 = 2p5 ½

3/2

2P1/2

2P3/2

1

1
6

2p2 = 2p4 0

1

2

1S0 
3P0

3P1

1D2 
3P2

2

1

2

15

2p3 ½

3/2

5/2

2P1/2

4S3/2 
2P3/2 

2D3/2

2D5/2

1

3

1

20

2p13p1 0

1

2

3

1S0 
3P0

1P1 
3S1 

3P1 
3D1

1D2 
3P2 

3D2

3D3

2

4

3

1

36

Note: The term symbols are sorted for their J value. The third column gives the 

number of term symbols per J value. The last column gives the overall 

degeneracy of the confi guration.
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1P1, 
1D2). The triplet states each form three J-term symbols 3P2 plus 3P1 plus 3P0 and 

3D3 plus 3D2 plus 3D1. The 3S state has L = 0, hence also only one J state as 3S1. We 

fi nd two term symbols with J = 0 (1S0 and 3P0), four with J = 1, three with J = 2, and 

one with J = 3. The degeneracies can be checked by adding the 2J + 1 values, yield-

ing (2 × 1) + (4 × 3) + (3 × 5) + (1 × 7) = 36. 

4.2.3 TERM SYMBOLS OF d-ELECTRONS

The LS term symbols for a 3d14d1 confi guration can be similarly found by multi-

plying the term symbols for the confi gurations 3d1 and 4d1. For 2D ⊗ 2D, this gives 
L = 0, 1, 2, 3, or 4 and S = 0 or 1. The 10 LS term symbols of the 3d14d1 confi gura-

tion are 1S, 1P, 1D, 1F, 1G plus 3S, 3P, 3D, 3F, 3G. The total degeneracy of the 3d14d1 

confi guration is 100. In the presence of the spin–orbit coupling, a total of 18 

 symbols are found.

Due to the Pauli exclusion principle, a 3d2 confi guration does not have the same 

degeneracy as the 3d14d1 confi guration. In total, there are 10 × 9/2 = 45 possible states. 

Following the same procedure as for the 2p2 confi guration, one can write out all 

45 combinations of a 3d2 confi guration and sort them by their ML and MS quantum 

numbers, as indicated in Table 4.6.

TABLE 4.6
(Top) Number of States with a | ML, MS 〉 
Combination; (Bottom) All the Possible Term 
Symbols of a 3d2 Confi guration
ML MS = 1 MS = 0 MS = −1

4 0 1 0

3 1 2 1

2 1 3 1

1 2 4 2

0 2 5 2

−1 2 4 2

−2 1 3 1

−3 1 2 1

−4 0 1 0

ML MS = 1 MS = 0 MS = −1

4 1G 

3 3F 1G 3F 3F 

2 3F 1G 3F 1D 3F 

1 3F 3P 1G 3F 1D 3P 3F 3P

0 3F 3P 1G 3F 1D 3P 1S 3F 3P

−1 3F 3P 1G 3F 1D 3P 3F 3P

−2 3F 1G 3F 1D 3F 

−3 3F 1G 3F 3F

−4 1G 
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Analysis of the combinations of the allowed ML and MS quantum numbers 

yields the term symbols 1G, 3F, 1D, 3P, and 1S. This is a subset of the term symbols 

of a 3d14d1 confi guration. The term symbols can be divided into their J-quantum 

numbers as 3F2, 
3F3, 

3F4, 
3P0, 

3P1, 
3P2, 

1G4, 
1D2, and 1S0.

In the case of a 3d3 confi guration, a similar approach shows that the possible 

spin-states are doublet and quartet. By adding the degeneracies, it can be checked 

that a 3d3 confi guration has 120 different states, that is, 10 × 9/2 × 8/3. The general 

formula to determine the degeneracy of a 3dn confi guration is:

 

10 10

10n n n

Ê
ËÁ

ˆ
¯̃

=
-

!

( )! !
.  (4.9)

One can show that the term symbols of a confi guration 3dn do also exist in a 

confi guration 3dn+2, for n + 2 ≤ 5. Thus the term symbols of 3d4 contain all term 

symbols of 3d2 that contain the 1S term symbol of 3d0. Similarly, the term symbols 

of 3d5 contain all term symbols of 3d3 that contain the 2D term symbol of 3d1. In 

addition, there is a symmetry equivalence of holes and electrons; hence 3d3 and 3d7 

have exactly the same term symbols.

A new result with respect to the s and p electrons is that two states with an iden-

tical term symbol are found for a 3d3 confi guration. To distinguish both term sym-

bols, the seniority number is introduced. The seniority number is the number n of 

the dn confi guration for which a term symbol occurs fi rst. For example, as the 2D 

term symbol occurs for a 3d1 confi guration, it has seniority number 1. The term 

symbol could be rewritten as  2   
1
 D. The second 2D term symbol of 3d3 takes its senior-

ity number from the next lowest number n where this term symbol occurs and can 

be written as   3   
2
 D. If only one term symbol occurs, its seniority number will not be 

included in its notation.

The confi gurations of the 2p53dn fi nal states are important for the 2p x-ray 

absorption edge. The term symbols of the 2p53dn states are found by multiplying the 

 confi gurations of 3dn with a 2P term symbol. For example, 2P ⊗ 3P yields 2S + 2P + 
2D + 4S + 4P + 4D. Referring to Tables 4.7 and 4.8, the last two columns give the 

 number of term symbols for each J value and the degeneracy. Tables 4.7 and 4.8 with 

J-value degeneracies are also important for crystal fi eld effects. The total degeneracy 

of a 2p53dn state is given in Equation 4.10

 

6
10

6
10

10
¥

Ê
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ˆ
¯̃

= ¥
-n n n

!

( )! !
.  (4.10)

For example, a 2p53d5 confi guration has 1512 possible states. Analysis shows 

that these 1512 states are divided into 205 term symbols, implying in principle 205 

possible fi nal states. Whether or not all these fi nal states have fi nite intensity depends 

on the selection rules. This will be further discussed in Chapter 6. Tables 4.7 and 4.8 

are important to determine the number of allowed transitions in a 2p x-ray absorption 

spectrum. For example, a 3d0 to 2p53d1 transition contains three peaks in its atomic 

spectral shapes. This result can be inferred from the dipole selection rules, that is, 

ΔJ = −1, 0, or +1 with the exception that ΔJ ≠ 0 if J = J′ = 0. From Table 4.7, it can be 
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TABLE 4.7
Symmetries of the 3dn Systems 

Confi guration J Term Symbols Degeneracy

3d0

Σ = 1

0 1S 1

Σ = 1 

3d2

3d8

Σ = 45

0

1

2

3

4

1S 3P 
3P
1D 3P 3F
3F
1G 

3F

2

1

3

1

2

Σ = 9 

3d4

3d6

Σ = 210

0

1

2

3

4

5

6

1S 1S 3P 3P 5D
3P 3P 3D 5D
1D 1D 3P 3P 3D 3F 3F 5D
1F 3D 3F 3F 3G 5D
1G 1G 3F 3F 3G 3H 5D
3G 3H
1I 3H

5

4

8

6

7

2

2

Σ = 34 

3d1

3d9

Σ = 10

3/2

5/2

2D
2D

1

1

Σ = 2 

3d3

3d7

Σ = 120

1/2

3/2

5/2

7/2

9/2

11/2

2P 4P 
2P 2D 2D 4P 4F
2D 2D 2F 4P 4F 
2F 2G 4F 
2G 2H 4F
2H 

2

5

5

3

3

1

Σ = 19 

3d5

Σ = 252

1/2

3/2

5/2

7/2

9/2

11/2

13/2

2S 2P 4P 4D 
2P 2D 2D 2D 4P 4D 4F 
2D 2D 2D 2F 2F 4P 4D 4F 4G
6S
2F 2F 2G 2G 4D 4F 4G
2G 2G 2H 4F 4G
2H 2I 4G
2I

4

7

10

7

5

3

1

Σ = 37 

Note: For each number of electrons, all term symbols are given, selected by 

their J value. The number of representations per J value is given, with 

the total number of representations in the bottom line. The total number 

of states is given in the fi rst column.

found that 3d0 has a ground state with J = 0 and from Table 4.8, it can be found that 

within the 2p53d1 fi nal state, there are three states with J′ = 1. In the case of a 3d6 

ground state, Table 4.7 gives the 5D4 ground state and from Table 4.8, it can be found 

that within the 2p53d7 fi nal state, there are 24 states with J′ = 3, 18 with J′ = 4, and 11 

with J′ = 5. This implies a total of 53 peaks for the atomic 3d6 to 2p53d7 transition.
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TABLE 4.8
Symmetries of the 2p53dn Systems 

Confi guration J Term Symbols Degeneracy

2p53d10

Σ = 6

1/2

3/2

2P
2P

1

1 

Σ = 2

2p53d2

(2p53d8)

Σ = 45

1/2

3/2

5/2

7/2

9/2

11/2

2S 2P3 4P 4D2*
2P3 2D3 4S 4P 4D2 4F
2D3 2F3 4P 4D2 4F 4G
2F3 2G2 4D2 4F 4G
2G2 2H 4F 4G
2H 4G

7

11

11

9

5

2 

Σ = 45

2p53d4

(2p53d6)

Σ = 1260

1/2

3/2

5/2

7/2

9/2

11/2

13/2

15/2

2S2 2P7 4P4 4D6 6D 6F
2P7 2D8 4S2 4P4 4D6 4F5 6P 6D 6F
2D8 2F9 4P4 4D6 4F5 4G4 6P 6D 6F
2F9 2G7 4D6 4F5 4G4 4H2 6P 6D 6F
2G7 2H5 4F5 4G4 4H2 4I 6D 6F
2H5 2I2 4G4 4H2 4I 6F
2I2 2K 4H2 4I
2K 4I

21

35

39

36

26

15

6

2 

Σ = 180

2p53d1

(2p53d9)

Σ = 60

0

1

2

3

4

3P
1P 3P 3D
1D 3P 3D 3F
1F 3D 3F
3F

1

3

4

3

1 

Σ = 12

2p53d3

(2p53d7)

Σ = 270

0

1

2

3

4

5

6

7

1S 3P4 5D2
1P3 3S2 3P4 3D6 5P 5D2 5F
1D4 3P4 3D6 3F5 5S 5P 5D2 5F 5G
1F4 3D6 3F5 3G4 5P 5D2 5F 5G 
1G3 3F5 3G4 3H2 5D2 5F 5G 
1H2 3G4 3H2 3I 5F 5G
1I 3H2 3I 5G 
3I 

7

19

25

24

18

11

5

1 

Σ = 110

2p53d5 0

1

2

3

4

5

1S 3P7 5D3 
1P5 3S2 3P7 3D9 5P3 5D3 5F3 
1D6 3P7 3D9 3F10 5S 5P3 5D3 5F3 5G2 7P 
1F7 3D9 3F10 3G7 5P3 5D3 5F3 5G2 5H 7P
1G5 3F10 3G7 3H5 5D3 5F3 5G2 5H 7P
1H4 3G7 3H5 3I2 5F3 5G2 5H 

11

32

45

46

37

24

Continued
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4.2.4 MATRIX ELEMENTS

Previously, the number and symmetry of the states of a certain 3dn confi guration 

were found. The next task is to calculate the matrix elements of these states with the 

Hamiltonian HATOM given by Equation 4.7. As discussed previously, HATOM includes 

the electron–electron interaction Hee and the spin–orbit coupling Hls:

 

H H
e

l sls
ij

i i i

N

ee

pairs

+ = + ◊Â Â
2

r
rz ( ) .  (4.11)

We fi rst discuss the matrix elements of the electron–electron interaction. Because 

this Hamiltonian commutes with L2, S2, Lz, and Sz, the off-diagonal elements are all 

zero. A simple example is a 1s2s confi guration consisting of 1S and 3S terms. The 

respective energies can be shown as:

 

· Ò = +1
2

12

1 0 0
1 2 1 2S e S F G| |r ( ) ( ),s s s s  (4.12)

 

· Ò = -3
2

12

3 0 0
1 2 1 2S e S F G| |r ( ) ( ).s s s s  (4.13)

Note that the triplet state is threefold degenerate and the average energy of the 

1s2s confi guration equals F 0(1s2s) − 1/2 G0(1s2s). F 0 and G0 are the Slater–Condon 

parameters (or Slater parameters) for the direct Coulomb repulsion and the Coulomb 

exchange interaction, respectively. The main result can be stated as “the singlet and 

the triplet state are split by the exchange interaction.” This energy difference is 

2 G0(1s2s). An analogous result is found for a 1s2p state for which the singlet and 

triplet states are split by 2/3 G0(1s2p). The prefactor is determined by the degeneracy 

TABLE 4.8 (continued)
Symmetries of the 2p53dn Systems 

Confi guration J Term Symbols Degeneracy

Σ = 1512

6

7

8

1I2 3H5 3I2 3K 5G2 5H
1K 3I2 3K 5H 
3K

13

5

1 

Σ = 205

Note: For each number of electrons, all term symbols are given, selected by their J value. 

The last column gives the number of representations per J value and the total 

number of representations and the total number of states.

*Notations such as 4D2 should be read as two 4D confi gurations.
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of the 2p state. The general formulation of the matrix elements of two-electron wave 

functions can be written as:

 

· Ò = ++ + Â Â2 1
2

12

2 1S
J

S
J k

k

k
k

k

k

L e L f F g G| |r .  (4.14)

To obtain this result, the radial parts Fk and Gk have been separated using the 

Wigner–Eckhart theorem and Hamiltonian 1/r12 has been expanded. The angular 

parts fk and gk can be calculated using angular momentum coupling and the result is 

conveniently written in terms of 3j- and 6J-symbols:

 

f l l
l k l l k l l l L

l lk
L= + + -

Ê
ËÁ

ˆ
¯̃

Ê
ËÁ

ˆ
¯̃

( )( )( )2 1 2 1 1
0 0 0 0 0 0

1 2

1 1 2 2 1 2

2 11 k

Ï
Ì
Ó

¸
˝
˛

,

 

(4.15)

 

g l l
l k l l k l l l L

l lk
S= + + -

Ê
ËÁ

ˆ
¯̃

Ê
ËÁ

ˆ
¯̃

( )( )( )2 1 2 1 1
0 0 0 0 0 0

1 2

1 2 1 2 1 2

1 22 k

Ï
Ì
Ó

¸
˝
˛

.

 

(4.16)

We have chosen to write fk and gk in a similar way. The two 3j-symbols for gk are 

the same and could of course be rewritten as a single 3j-symbol squared. For equiva-

lent electrons, gk is not present and fk can be simplifi ed by setting l = l1 = l2. This 

equation will be used to determine the energies for some examples. The values of k 

can be determined from the triangle conditions of the 3j-symbols. The triangle con-

ditions state that for 3j-symbols with all zeros for mj, the sum of the j-values must be 

even and that the maximum j-value is equal to the sum of the two others. Using 

the two 3j-symbols of Equation 4.15, this implies for fk that k must always be even. 

k = 0 is always present and the maximum value for k equals two times the lowest 

value of l; otherwise, one of the two 3j-symbols equals zero. For gk, it implies that 

k is even if l1 + l2 is even and k is odd if l1 + l2 is odd. The maximum value of k equals 

l1 + l2. Table 4.9 gives the possible k values for the simplest confi gurations.

In the case of the 1s2s confi guration (l1 = l2 = 0), the electrons are in different 

orbitals and thus Gk is not equal to Fk. Using Equation 4.15, it is obtained for the 1S 

state that both fk and gk are equal to one. Their 3j-symbol and the 6J-symbol consist 

of six zeros and are equal to one. In the case of the 3S state, f0 is again equal to 1. 

However, because S is equal to 1, g0 is equal to −1. This reproduces the results as given 

above. The result that f0 equals one is a general result for all two-electron states. It can 

be shown that f0 is equal to the number of permutations [n(n − 1)/2] of n electrons.

TABLE 4.9
Possible Values of k for the Angular Coeffi cients fk and gk

Confi guration fk Confi guration fk gk Confi guration fk gk

1s2 0 1s2s 0 0 1s2p 0 1

2p2 0 2 2p3p 0 2 0 2 2p3d 0 2 1 3

3d2 0 2 4 3d4d 0 2 4 0 2 4 3d4f 0 2 4 1 3 5

4f2 0 2 4 6
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A second example is the energy of the 1S state of 2p2. Because the two electrons are 

positioned in the same shell, there are no exchange terms. We now have l1 = l2 = 1 and 

 

f S2

1
3 3

1 2 1

0 0 0

1 2 1

0 0 0

1 1 0

1 1 2
9

2

15

1

3
( ) ( )( )=

Ê
ËÁ

ˆ
¯̃

Ê
ËÁ

ˆ
¯̃

Ï
Ì
Ó

¸
˝
˛

= ◊ ◊ == 2

5
.  (4.17)

With f0 again equal to one, the energy is equal to F 0 + 2/5 F 2.

4.2.5 ENERGY LEVELS OF TWO d-ELECTRONS

The energies of the representations of the 3d2 confi guration are found from the calcula-

tion of f2 and f4 for the fi ve term symbols 1S, 3P, 1D, 3F, and 1G. We have l1 = l2 = 2, which 

implies that the prefactor (2l1 + 1)(2l2 + 1) is equal to 25. The 3j-symbols are 

only dependent on l (equal to 2) and k (equal to 2 and 4). Both 3j-symbols squared are 

equal to 2/35. For all fi ve states this gives a prefactor of (25 × 2)/35 and fk is equal to:

 

f
L

kk
L= -

Ï
Ì
Ó

¸
˝
˛

10

7
1

2 2

2 2
.  (4.18)

To a very good degree of approximation, the Slater–Condon parameters F 2 and F4 

have a constant ratio: F4 = 0.62F 2. The last column gives the approximate energies of 

the fi ve term symbols as listed in Table 4.10. In the case of the 3d TM ions, F 2 is 

approximately equal to 10 eV. For the fi ve term symbols, the energies are, respectively:  
3F at −1.8 eV, 1D at −0.1 eV, 3P at +0.2 eV, 1G at +0.8 eV, and 1S at +4.6 eV. 

The 3F-term symbol has the lowest energy and is the ground state of a 3d2 system. This 

TABLE 4.10
Energies of the Five Term Symbols of a 3d2 Confi guration

f2 f4 Energy

1S
10

7

2 2 0

2 2 2

Ï
Ì
ÓÔ

¸
˝
Ǫ̂

2/7
10

7

2 2 0

2 2 4

Ï
Ì
ÓÔ

¸
˝
Ǫ̂

2/7 0.46F 2

3P -
Ï
Ì
ÓÔ

¸
˝
Ǫ̂

10

7

2 2 1

2 2 2
3/21 -

Ï
Ì
ÓÔ

¸
˝
Ǫ̂

10

7

2 2 1

2 2 4
−4/21 0.02F 2

1D
10

7

2 2 2

2 2 2

Ï
Ì
ÓÔ

¸
˝
Ǫ̂

−3/49
10

7

2 2 2

2 2 4

Ï
Ì
ÓÔ

¸
˝
Ǫ̂

4/49 −0.01F 2

3F -
Ï
Ì
ÓÔ

¸
˝
Ǫ̂

10

7

2 2 3

2 2 2
−8/49 -

Ï
Ì
ÓÔ

¸
˝
Ǫ̂

10

7

2 2 3

2 2 4
−1/49 −0.18F 2

1G
10

7

2 2 4

2 2 2

Ï
Ì
ÓÔ

¸
˝
Ǫ̂

4/49
10

7

2 2 4

2 2 4

Ï
Ì
ÓÔ

¸
˝
Ǫ̂

1/441 0.08F 2

Note: The energy in the last column is calculated using the fact that the radial 

integrals F 2 and F 4 have a constant ratio of 0.62.
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is in agreement with Hund’s rules, which will be discussed in the next section. The 

three states, 1D, 3P, and 1G, are close in energy at some 1.7 to 2.5 eV above the ground 

state. The 1S state has a very high energy of 6.3 eV above the ground state—the reason 

being that two electrons in the same orbit strongly repel each other.

Three closely related notations are used to indicate the radial integrals: (i) the 

Slater–Condon parameters Fk, (ii) the normalized Slater–Condon parameters Fk, and 

(iii) the Racah parameters A, B, and C. The Slater–Condon parameters and Racah 

parameters are related through the relationships as indicated in Table 4.11. The 

 bottom half of the table uses the relationship between F 2 and F 4 and it further uses 

a typical F 2 value of 10 eV and a F 0 value of 8 eV.

4.2.6 MORE THAN TWO ELECTRONS

For three or more electrons, the situation is considerably more complex. It is not 

straightforward to write down an antisymmetrized three-electron wave function. It 

can be shown that the three-electron wave function can be built from two-electron 

wave functions with the use of the so-called coeffi cients of fractional parentage. 

The coeffi cients of fractional parentage are indicated with  C L1S1

  LS  . The three-electron 

wave function with quantum numbers LS is generated from a series of two-electron 

wave functions with quantum numbers L1S1 by

 

| |d d d
n

L S
LS

L S

nLS C L S[ ] [ ] .Ò = ¢ ÒÂ -
1 1

1 1

1

1 1
 (4.19)

In some cases, LS-degeneracies do occur and a seniority number must be added 

to the summation. An example of the coeffi cients of fractional parentage is given for 

the two quartet states of 3d3. They can be formed only from the triplet states of 3d2:

 
| |d P d P d d F d

3 4 2 3 2 38

15

7

15
[ ] [ ] [ ] ,Ò = - Ô ¢ Ò - ¢ Ò  (4.20)

TABLE 4.11
Relations between the Slater Condon 
Parameters and Racah Parameters

Slater–Condon Normalized Racah

F0 F0 = F0 A = F0 − 49F4

F 2 F2 = F2/49 B = F2 − 5F4

F4 F4 = F4/441 C = 35F4

F 0 = 8.0 F0 = 8.0 A = 7.3

F 2 = 10.0 F2 = 0.41 B = 0.13

F4 = 6.2 F4 = 0.014 C = 0.49

Note: The top half gives the relationships between the three 

parameter sets. The bottom half uses F0 = 8.0 eV, 

F2 = 10.0 eV, and F4 = 6.2 eV.
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| | |d F d P d d F d

3 4 2 3 2 33

15

12

15
[ ] [ ] [ ] .Ò = - ¢ Ò + ¢ Ò

 
(4.21)

Tables with all of the coeffi cients of fractional parentage for the dn states are 

 presented in Cowan (1981). Previously, we have seen that in the case of two electrons 

in the same shell, the angular parameter fk can be calculated as:

 

f l
l k l l l L

l l kk
L= + ◊ -

Ê
ËÁ

ˆ
¯̃

Ï
Ì
Ó

¸
˝
˛

( ) ( ) .2 1 1
0 0 0

2

2

 (4.22)

For three or more electrons, the 6J-symbol is replaced by normalized  U 
L′LS

  (k)
    matrix 

elements:

 

f l
l k l

L
U

n

lk
L

L LS
k

L

= + ◊ -
Ê
ËÁ

ˆ
¯̃ + ( ) -

+
È

Î
Í
Í

¢
¢

Â( ) ( )
( )

2 1 1
0 0 0

1

2 1 2 1

2

2
2 ˘̆

˚
˙
˙
,  (4.23)

U L L C C
L K L

l L lL LS
k L L k l

L S
LS

L S
L S

¢
+ + + ¢= - + ¢ +

¢Ï( )
( ) ( )( )1 2 1 2 11

1 1 1 1

1

ÌÌ
Ó

¸
˝
˛

Â
L S1 1

.  (4.24)

Thus, the  U 
L′LS

  (k)
   matrix elements can be calculated as a summation over all coeffi -

cients of fractional parentage times the 6J-symbol due to the recoupling of the LS 

and L′S quantum numbers of the three electron states. The  U L′LS  
(k)

   matrix elements of 

the 3dn confi gurations are also tabulated in Cowan (1981).

4.2.7 MATRIX ELEMENTS OF THE 2p3 CONFIGURATION

With the general formulas given previously, we will show the example of three-

electron wave functions in the 2p3 confi guration. The fi rst task is again to determine 

the term symbols. When writing out the electron state combinations, it is found that 

only the 1↑0↑1↑ combination has MS = 3/2. Analysis of the Ml and Ms quantum num-

bers reveals that the term symbols are 4S, 2D, and 2P. The next task is to fi nd the 

energies of these three term symbols. As indicated previously, f0 is equal to the num-

ber of permutations being three. The only other possible k-value is f2. Using Equation 

4.23 with k = 2 and l = 1, we obtain:

 

f
L

UL LS

L

2

2
23

5

1

2 1
1=

+ ( ) -
È

Î
Í
Í

˘

˚
˙
˙

¢
¢

Â ( )
.  (4.25)

From the tabulated  U L′LS  
(k)

   values of 2p3, one fi nds that there is only one nonzero 

value, which is the  U 
12½

  
(2)

   matrix element coupling the 2D and 2P states. Its value is √3. 

This gives the energies of the term symbols as given in Table 4.12. It is found that the 
4S state has the lowest energy. The energy of the 2D state is higher by 9/25 F2 and the 
2P state has the highest energy, being 15/25 F 2 higher. The fact that the lowest energy 

state is the 4S state is in agreement with the Hund’s rules, which will be discussed in 

the next section.
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4.2.8 HUND’S RULES

We now discuss the ground state symmetries of the TM compounds, which are 

 characterized with a partly-fi lled 3d band. The term symbols with the lowest energy 

are found after calculating the matrix elements, following the rules as described pre-

viously. Finding the 3F state as the ground state of a 3d2 confi guration is an example 

of Hund’s rules. On the basis of experimental information, Hund formulated three 

rules to determine the ground state of a 3dn confi guration (Hund, 1925, 1927). For 

3dn confi gurations, the rules are correct, as confi rmed by the atomic multiplet calcu-

lations. The three rules are:

 1. Term symbol with maximum S. 
 2. Term symbol with maximum L.
 3. Term symbol with maximum J (if the shell is more than half-full).

The energy of a confi guration is the lowest if the electrons are as far apart as 

 possible. The fi rst of Hund’s rules, “maximum spin,” can be understood from the 

Pauli principle: electrons with parallel spins must be in different orbitals, which 

implies larger separations and, hence, lower energies. This is, for example, evident for 

a 3d5 confi guration where the 6S state has its fi ve electrons divided over the fi ve spin-

up orbitals, which minimizes their repulsion. In the case of 3d2, the fi rst of Hund’s 

rules implies that either the 3P or the 3F-term symbol must have lowest energy. The 

second of Hund’s rules states that the 3F-term symbol is lower than the 3P-term  symbol. 

Again the reason is that the 3F wave function tends to minimize electron repulsion. In 

a 3F confi guration, the electrons are orbiting in the same direction. That implies that 

they can stay a larger distance apart on average since they could always be on the 

opposite side of the nucleus. For a 3P confi guration, some electrons must orbit in the 

opposite direction and therefore pass close to each other once per orbit. This leads to 

a smaller average separation of electrons and therefore a higher energy (Weissbluth, 

1978). The effects of spin–orbit coupling are well known in the case of core states. 

A 2p core state has 2P3/2 and 2P1/2 states. The state with the lowest energy is 2P3/2. The 

physical background of the third of Hund’s rules is that the scalar product S · L is neg-

ative if the spin and orbital angular momentum are in opposite directions. Since the 

coeffi cient of S · L is positive, this implies that the lowest J gives the ground state for 

a single 2p electron. If the shell is more than half-full, the effect on the 2p hole is 

inverted. Consider, for example, the 2p XAS or XPS spectrum of nickel. The 2P3/2 

peak is positioned at approximately 850 eV and the 2P1/2 at about 880 eV, and the 2P1/2 

TABLE 4.12
Values of f0 and f2

f0 f2 Energy

4S n(n − 1)/2 = 3 3/5(0 − 1) = −3/5 3F 0 − 15/25 F 2

2P n(n − 1)/2 = 3 3/5(1 − 1) = 0 3F 0

2D n(n − 1)/2 = 3 3/5(3/5 − 1) = −6/25 3F 0 − 6/25 F 2
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state can decay to the 2P3/2 state by the Coster–Kronig Auger process. Note that the 

state with the lowest binding energy is related to the lowest energy of the confi gura-

tion. The case of the 2p core state is an example of Hund’s third rule: the confi gura-

tion 2p5, which is more than half-full, implies that the highest J-value has the lowest 

energy. The third rule implies that the ground state of a 3d8 confi guration is 3F4, while 

it is 3F2 in case of a 3d2 confi guration.

4.2.9 FINAL STATE EFFECTS OF ATOMIC MULTIPLETS

The 2p x-ray absorption process excites a 2p core electron into the empty 3d shell 

and the transition can be described as 2p63d0 → 2p53d1. The 2p53d1 confi guration 

contains two new terms in its Hamiltonian: the 2p spin–orbit coupling and 2p3d 

 multiplet effects. The fi nal state atomic energy matrix consists of terms related to 

the two-electron Slater integrals (HELECTRO) and the spin–orbit couplings of the 2p 

(HLS−2p) and the 3d electrons (HLS−3d):

 

H H H H

H e

LS LSeff ELECTRO p d

ELECTRO p d p d

= + +

= · Ò

- -2 3

5 1
2

12

5 1
2 3 2 3

,

| |r ,,

,

.

H l s

H l s

LS
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(4.26)

To show the individual effects of these interactions, each will now be introduced 

separately. A series of fi ve calculations are shown, in which:

 (a) All fi nal state interactions are set to zero: H = 0
 (b) 2p spin–orbit coupling is included: H = HLS−2p

 (c) Slater–Condon parameters are included: H = HELECTRO

 (d) 2p spin–orbit coupling and Slater–Condon parameters are included: H = 
HELECTRO + HLS−2p

 (e) 3d spin–orbit coupling is included: H = HELECTRO + HLS−2p + HLS−3d.

First, we analyze the symmetry properties of the calculation. The ground state 

has 1S0 symmetry and the term symbols of the fi nal state are 2P × 2D, which gives the 

12 states 1P1, 
1D2, 

1F3, 
3P012, 

3D123, and 3F234. The x-ray absorption transition matrix 

elements that need to be calculated are:

 
IXAS d p p dμ · Ò3 2 3

0 5 1 2| | .  (4.27)

The symmetry aspects are:

 
I SXAS P PDFμ · Ò[ ] [ ] [ ] .

,1

0

1

1

1 3 2| |  (4.28)

Using the full Hamiltonian, 12 states are obtained that are built from the 12 term 

symbols according to the interactions that have been included. The irreducible 

representations (i.e. the states with the same J-value), block out in the calculation, 
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112 Core Level Spectroscopy of Solids

implying that all matrix terms that mix J-values are zero. The symmetry of the 

dipole transition is given as 1P1, according to the dipole selection rules, which state 

that ΔJ = +1, 0, −1 but not J′ = J = 0. Also, within LS coupling, ΔS = 0 and ΔL = 1. 

The dipole selection rule reduces the number of fi nal states that can be reached from 

the ground state. The J-value in the ground state is zero. In this case, the dipole 

 selection rule proclaims that the J-value in the fi nal state must be one, thus only the 

three term symbols (1P1, 
3P1, and 3D1) can obtain fi nite intensity. Only this 3 × 3 matrix 

needs to be considered in the calculation (de Groot et al., 1990a).

As shown in Table 4.13, we start by setting all fi nal state interactions to zero. The 

energy levels are given subsequently. They are labeled from top to bottom (3P, 3D, 

and 1P), indicating the approximate term symbol related to the state. The original 

term symbols (3P, 3D, and 1P) are given in the fi rst row, second row, and bottom row 

of the eigenvector matrix, respectively. The intensity of the states is indicated on the 

right. With all interactions at zero, the complete energy matrix is zero along with the 

2p binding energy. The states are all pure states and because of the dipole selection 

rules, all the intensity goes to the 1P1 state as indicated in Table 4.13.

Inclusion of the 2p spin–orbit coupling HLS−2p of 3.776 eV creates nondiagonal 

 elements in the energy matrix. In other words, the LS-character of the individual 

states is mixed. In this case, as only the 2p spin–orbit coupling is included, the result 

is rather simple with the triplet states at −1/2ςp and the singlet state at +3/2ςp. 

The eigenvector matrix shows that the three states are mixtures of the three pure 

states (i.e. the fi rst state is, in fact: 3P = 0.5 3P1 − 0.866 3D1). The intensities of the 

three states are directly given by the square of the percentage of the 1P1 character. 

This gives the familiar result that the triplet states, or 2p3/2 states, have twice the 

intensity of the singlet, or 2p1/2 states (Table 4.14).

Next, only the pd Slater–Condon parameters are included, keeping the 2p spin–

orbit coupling at zero. The Slater–Condon parameters are reduced to 80% of their 

atomic Hartree–Fock values and F2, G1, and G3 are 5.042, 3.702, and 2.106 eV, 

TABLE 4.13
Energy Matrix and Eigenvectors of 
the 3 × 3 Matrices of the 2p53d1 
Final States with J = 1 

Energy Matrix Eigenvectors

0 0 0

0 0 0

0 0 0

1 0 0

0 1 0

0 0 1

Energy Levels Intensities

0.00 3P 0.00

0.00 3D 0.00

0.00 1P 1.00

Note: The bottom half of the table gives the result-

ing energies and intensities. All fi nal state 

interactions are set to zero.
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respectively. This gives the three states as −1.345, 0.671, and 3.591 eV, respectively. 

Only the 1P1 state has a fi nite intensity and its energy is shifted to an energy of 

3.591 eV above the centre of gravity. The two other states have zero intensity. It 

can be seen that the pd Slater–Condon parameters are diagonal in the LS-terms; 

therefore, the three states are pure in character (Table 4.15).

In part (b), the nondiagonal terms of the 2p spin–orbit coupling make all three 

states into mixtures of the individual term symbols. 2p spin–orbit coupling further 

creates the 2 : 1 intensity ratio, thereby shifting most of the 1P character to a lower 

energy. In part (c), it was found that the Slater–Condon parameters shift the 1P state to 

a higher energy and that the triplet states have a considerably lower energy. If one 

includes both the 2p spin–orbit coupling and the pd Slater–Condon parameters, the 

result will depend on their relative values. In the case of the 2p core hole of Ti4+, 

the Slater–Condon parameters are relatively large and most intensity goes to the 

TABLE 4.14
Energy Matrix and Eigenvectors of the 
3 × 3 Matrices of the 2p53d1 Final States 
with J = 1, after Inclusion of the 2p 
Spin–Orbit Coupling

Energy Matrix Eigenvectors

0 944 1 635 2 312

1 635 0 944 1 335

2 312 1 335 0 000

. . .

. . .

. . .

-
0 5 0 5 0 707

0 866 0 288 0 408

0 0 0 816 0 577

. . .

. . .

. . .

- -
- - -

-

Energy Levels Intensities

−1.888 3P 0.00

−1.888 3D 0.666

+3.776 1P 0.333

TABLE 4.15
Energy Matrix and Eigenvectors of the 
3 × 3 Matrices of the 2p53d1 Final States 
with J = 1, after Inclusion of the 2p3d 
Slater–Condon Parameters

Energy Matrix Eigenvectors

-1 345 0 0

0 0 671 0

0 0 3 591

.

.

.

1 0 0

0 1 0

0 0 1

Energy Levels Intensities

−1.345 3P 0.00

+0.671 3D 0.00

+3.591 1P 1.00
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2p1/2 state. The triplet states are separated by 3 eV and the lowest 3P energy state is 

extremely weak, gaining less than 1% of the total intensity (Table 4.16). In the next 

section, four  similar spectra with different ratios of Slater–Condon parameters and core 

hole spin–orbit couplings are compared to show the variations in their spectral shapes.

For completeness, we also include the 3d spin–orbit coupling in the fi nal calculation. 

Because the 3d spin–orbit coupling is only 32 meV, its infl uence on the spectral shape 

is negligible in the present case. The energy position of the 1P state shifts by 40 meV 

and its intensity drops by 0.4% of the total intensity. The effects on the intensities 

and energies have been included as the extra number in Table 4.17. It should be noted 

TABLE 4.16
Energy Matrix and Eigenvectors of the 3 × 3 
Matrices of the 2p53d1 Final States with J = 1, 
after Inclusion of the 2p3d Slater–Condon 
Parameters and the 2p Spin–Orbit Coupling

Energy Matrix Eigenvectors

1 615 1 635 2 312

1 635 2 289 1 335

2 312 1 335 3 591

. . .

. . .

. . .

-
0 297 0 776 0 557

0 951 0 185 0 248

0 089 0 603 0 792

. . .

. . .

. . .

-
- -

Energy Levels Intensities

−2.925 3P 0.008

+0.207 3D 0.364

+5.634 1P 0.628

TABLE 4.17
Energy Matrix and Eigenvectors of the 3 × 3 
Matrices of the 2p53d1 Final States with J = 1, 
after Inclusion of the 2p3d Slater–Condon 
Parameters, the 2p Spin–Orbit Coupling 
and the 3d Spin–Orbit Coupling 

Energy Matrix Eigenvectors

1 575 1 649 2 293

1 649 2 313 1 301

2 293 1 301 3 591

. . .

. . .

. . .

-
0 303 0 774 0 555

0 949 0 195 0 246

0 082 0 601 0 795

. . .

. . .

. . .

-
- -

Energy Levels Intensities

−2.954 − 0.029 3P 0.007 − 0.001

+0.212 + 0.005 3D 0.361 − 0.003

+5.594 − 0.040 1P 0.632 + 0.004

Note: The second number indicates the change in energy level 

and intensity due to the 3d spin–orbit coupling.
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that the 3d spin–orbit coupling can have very signifi cant effects on the spectral shape 

of 3d compounds if the 3d-shell is partly fi lled in the ground state.

We compare a series of x-ray absorption spectra of tetravalent titanium 2p and 

3p edges and the trivalent lanthanum 3d and 4d edges. The ground states of Ti4+ and 

La3+ are 3d0 and 4f 0, respectively, and they share a 1S ground state. The transitions at 

the four edges are respectively:

 ■ Ti4+ L2,3 edge: 3d0 → 2p53d1 

 ■ Ti4+ M2,3 edge: 3d0 → 3p53d1 

 ■ La3+ M4,5 edge: 4f 0 → 3d94f1 

 ■ La3+ N4,5 edge: 4f 0 → 4d94f1 

These four calculations are equivalent and all spectra consist of three peaks with 

J = 1. The changes are the values of the atomic Slater–Condon parameters and core 

hole spin–orbit coupling (see Table 4.18). The G1 and G3 Slater–Condon parameters 

have an approximately constant ratio with respect to the F 2 value. The important 

factor for the spectral shape is the ratio of the core spin–orbit coupling and the F 2 
value. Finite values of both the core spin–orbit and the Slater–Condon parameters 

cause the presence of the prepeak. It can be seen in Table 4.18 that the 3p and 4d 

spectra have small core spin–orbit couplings, implying small p3/2 (d5/2) edges and 

extremely small prepeak intensities. The deeper 2p and 3d core levels have larger 

core spin–orbit splitting with the result of a p3/2 (d5/2) edge of almost the same inten-

sity as the p1/2 (d3/2) edge and a larger prepeak. Note that none of these systems comes 

close to the single-particle result of a 2 : 1 ratio of the p edges or the 3 : 2 ratio of the 

d edges. Figure 4.1 shows the x-ray absorption spectral shapes. They are given on a 

logarithmic scale to make the pre-edges visible. 

4.3 LIGAND FIELD MULTIPLET THEORY

The starting point of the ligand fi eld multiplet (LFM) model is to approximate the 

TM as an isolated atom surrounded by a distribution of charges, which mimic the 

TABLE 4.18
Relative Intensities, Energy, Core Hole Spin–Orbit Coupling, 
and F 2 Slater–Condon Parameters Are Compared for 
Four Different 1S0 Systems

Edge Ti 2p Ti 3p La 3d La 4d

Average energy (eV) 464.00 37.00 841.00 103.00

Core spin–orbit (eV) 3.78 0.43 6.80 1.12

F 2 Slater–Condon (eV) 5.04 8.91 5.65 10.45

Intensities
Prepeak 0.01 10−4 0.01 10−3

p3/2 or d5/2 0.72 10−3 0.80 0.01

p1/2 or d3/2 1.26 1.99 1.19 1.99
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system, molecule, or solid, around the TM. At fi rst sight, this seems to be a very sim-

plistic model and one might doubt its usefulness to explain experimental data. 

However, it turned out that such a simple model was successful in explaining a large 

range of experiments [i.e. optical spectra, electron paramagnetic resonance (EPR) 

spectra, and magnetic moments].

A TM ion in the gas phase has fi ve degenerate 3d orbitals. When the metal ion is 

placed in a crystal with six neighboring ions equidistant on the three axes, the crystal 

fi eld (or ligand fi eld) is octahedral and its symmetry properties belong to the cubic 

group Oh. The effect of this cubic crystal fi eld is that the fi ve 3d orbitals will loose 

their degeneracy and become split in energy. The main reason for the success of the 

LFM model is that the explained properties are strongly determined by symmetry 

considerations. With its simplicity in concept, the LFM model could make full use of 

the results of group theory. Group theory also makes possible a close link to atomic 

multiplet theory. Group (theoretically speaking, the only thing ligand fi eld theory 

does is translate), or branch, the results are obtained in atomic symmetry to cubic 

symmetry and further to any other lower point groups. The mathematical concepts for 

these branchings are well developed. We will focus on these group theoretical results 

and their effects on the ground states as well as on the spectral shapes. 

4.3.1 LIGAND FIELD MULTIPLET HAMILTONIAN 

The LFM Hamiltonian consists of the atomic Hamiltonian as outlined in Chapter 3, 

to which a crystal fi eld is added:

 
H H HLFM ATOM CF= + ,  (4.29)
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FIGURE 4.1 The La3+ 4d and 3d plus Ti4+ 3p and 2p x-ray absorption spectra as calculated 

for isolated ions. The intensity is given on a logarithmic scale to make the pre-edge peaks 

visible. The intensities of titanium have been multiplied by 1000. (From de Groot, F., Coord. 
Chem. Rev., 249, 31, 2005. With permission from Elsevier Ltd.)
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H eCF = - f( ).r

 (4.31)

The only term added to the atomic Hamiltonian is the crystal fi eld, which 

consists of the electronic charge e times a potential that describes the surroundings 
f(r). The potential f(r) is written as a series expansion of spherical harmonics YLMs:

 

f f( ) ( , ).r r=
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•

ÂÂ L
LM LM

M L

L

L

A Y y
0

 (4.32)

The crystal fi eld is regarded as a perturbation to the atomic result. This implies 

that it is necessary to determine the matrix elements of f(r) with respect to the 

atomic 3d orbitals 〈 3d | f(r) | 3d 〉. The matrix elements can be separated into a 

spherical  part and a radial part, as was also done for the atomic Hamiltonian. The 

radial part of the matrix elements yields the strength of the crystal fi eld interaction. 

The spherical part of the matrix element can be written completely in YLM symmetry, 

where the two 3d electrons are written as Y2m. This gives:
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(4.33)

The second 3j-symbol is zero unless L is equal to 0, 2, or 4. This limits the 

 crystal fi eld potential for 3d electrons to:
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 (4.34)

The fi rst term A00Y00 is a constant. It will only shift the atomic states and it is not 

necessary to include this term explicitly if the spectral shape is calculated.

4.3.2 CUBIC CRYSTAL FIELDS 

A large range of systems possess a TM ion surrounded by six/eight neighbors. 

The six neighbors are positioned on the three Cartesian axes, that is, on the six faces 

of a cube surrounding the TM. They form the octahedral fi eld. The eight neighbors 

are positioned on the eight corners of the cube and form the cubic fi eld. Both 

these systems belong to the Oh point group. Oh symmetry is a subgroup of the atomic 

SO3 group.

The calculation of the x-ray absorption spectral shape in atomic symmetry 

involved the calculation of the matrices of the initial state, the fi nal state and the 

transition. The initial state is given by the matrix element 〈 3dn | HATOM | 3dn 〉, which 

for a particular J-value in the initial state gives ∑J 〈J | 0 | J〉. The same applies for the 

fi nal state matrix element 〈2p53dn+1 | HATOM | 2p53dn+1〉, where ∑J' 〈J′ | 0 | J′〉 is  calculated 

for the values of J′ that fulfi ll the selection rule (i.e. J′ = J − 1, J, and J + 1). 
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The dipole matrix element 〈3dn | p | 2p53dn+1〉 implies the calculation of all matrices 

that couple J and J′: ∑J,J′ 〈J | 1 | J′〉. To calculate x-ray absorption spectrum in a cubic 

crystal fi eld, these atomic transition matrix elements must be branched to cubic 

 symmetry. This is essentially the only task to fulfi ll.

Table 4.19 gives the branching from SO3 to Oh symmetry. This table can be 

determined from group theory (Butler, 1981). This table implies that an S symmetry 

state in atomic symmetry branches only to an A1 symmetry state in octahedral sym-

metry. This is the case, because the symmetry elements of an s orbital in Oh symme-

try are determined by the character table of A1 symmetry; that is, whatever symmetry 

operation is applied, an s orbital remains an s orbital. This is not the case for the 

other orbitals. For example, a p orbital can be described with the characters of the T1 

symmetry state in the Oh symmetry (e.g. the class G3), a two-fold rotation around x 

inverts the p orbital. A d orbital, or a D symmetry state in SO3, branches to E plus T2 

symmetry states in octahedral symmetry. This can be related to the character table 

by adding the characters of E and T2 symmetry, yielding the overall characters 5, −1, 

1, −1, and 1, which describe the properties of d orbitals in Oh symmetry; that is, the 

dimension of a d orbital is 5 and the class G4 (a four-fold rotation around x) inverts 

the d orbitals. This is a well-known result: a 3d electron is separated into t2g and eg 

electrons in octahedral symmetry where the symmetries include the gerade-notation 

of the complete Oh character table.

The following observations can be made: the dipole transition operator has 

p-symmetry and is branched to T1 symmetry. Having a single symmetry in Oh 

 symmetry, there will be no dipolar angular dependence in x-ray absorption. The 

quadrupole transition operator has d-symmetry and is split into two operators in Oh 

symmetry; in other words, there will be different quadrupole transitions in different 

directions. The Hamiltonian is given by the unity representation A1 of the symmetry 

under consideration. 

We can lower the symmetry from octahedral Oh to tetragonal D4h and describe 

this symmetry lowering again with a branching table. Table 4.20 gives the branching 

table from Oh to D4h symmetry.

An atomic s orbital is branched to D4h symmetry according to the branching 

series S → A1 → A1. In other words, it is still the unity element, and it will always 

be the unity element in all symmetries. An atomic p orbital is branched according to 

TABLE 4.19
Branching Rules for the Symmetry 
Elements by Going from SO3 Symmetry 
to Oh Symmetry

SO3 Oh (Butler) Oh (Mulliken)

S 0 0 A1

P 1 1 T1

D 2 2 + 1̂ E + T2

F 3 0̂ + 1 + 1̂ A2 + T1 + T2

G 4 0 + 1 + 2 + 1̂ A1 + E + T1 + T2
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P → T1 → E + A2. Adding the characters of E and A2 yields 3, −1, 1, −1, and −1, 

implying that a two-fold rotation around the z-axis inverts a p orbital, and so on. 

Similarly, an atomic d orbital is branched according to D → E + T2 → A1 + B1 + E + 

B2. Adding the characters of these four representations yields 5, 1, −1, 1, and 1. The 

dipole transition operator has p-symmetry and hence is branched to E + A2 symme-

try; in other words, the dipole operator is described with two operators in two differ-

ent directions implying an angular dependence in the x-ray absorption intensity. The 

quadrupole transition operator has d-symmetry and is split into four operators in D4h 

symmetry; in other words, there will be four different quadrupole transitions in dif-

ferent directions/symmetries. The Hamiltonian is given by the unity representation 

A1. Similarly, as in Oh symmetry, the atomic G-symmetry state branches into the 

Hamiltonian in D4h symmetry according to the series G → A1 → A1. In addition, it 

can be seen that the E symmetry state of Oh symmetry branches to the A1 symmetry 

state in D4h symmetry. The E symmetry state in Oh symmetry is found from the D 

and G atomic states. This implies that the series G → E → A1 and D → E → A1 also 

become part of the Hamiltonian in D4h symmetry. The three branching series in D4h 

symmetry are in Butler’s notation given as 4 → 0 → 0, 4 → 2 → 0, and 2 → 2 → 0 

and the radial parameters related to these branches are indicated as X400, X420, and 

X220. The X400 term is already important in the Oh symmetry. This term is closely 

related to the cubic crystal fi eld term 10 Dq as will be discussed subsequently.

4.3.3 DEFINITIONS OF THE CRYSTAL FIELD PARAMETERS

In order to compare the X400, X420, and X220 defi nition of crystal fi eld operators to 

other defi nitions like Dq, Ds, Dt, we compare their effects on the set of 3d functions. 

The most straightforward way to specify the strength of the crystal fi eld parameters 

is to calculate the energy separations of the 3d functions. In Oh symmetry, there 

is only one crystal fi eld parameter X40. This parameter is normalized in a manner 

that creates unitary transformations in the calculations. The result is that it is equal 

to 1/18 × √30 times 10 Dq, or 0.304 times 10 Dq. In tetragonal symmetry (D4h), the 

crystal fi eld is given by three parameters, X400, X420, and X220. An equivalent descrip-

tion is to use the parameters Dq, Ds, and Dt. Table 4.21 gives the action of the 

X400, X420, and X220 on the 3d orbitals and relates the respective symmetries to the 

 linear combination of X parameters, the linear combination of the Dq, Ds, and Dt 

TABLE 4.20
Branching Rules for the Symmetry Elements by Going from 
Oh Symmetry to D4h Symmetry

Oh (Butler) Oh (Mulliken) D4h (Butler) D4h (Mulliken)

0 A1 0 A1

0̂ A2 2 B1

1 T1 1 + 0̂ E + A2

1̂ T2 1 + 2̂ E + B2

2 E 0 + 2 A1 + B1
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parameters and the specifi c 3d orbitals of that particular symmetry. From this table, 

we can relate these parameters and write X400, X420, and X220 as a function of Dq, Ds, 
and Dt. 

X400 = 6 · 30½ · Dq − 7/2 · 30½ · Dt
X420 = −5/2 · 42½ · Dt
X220 = −70½ · Ds. 

The inverse relationships imply:

Dq = 1/6 · 30−½ · X400 − 7/30 · 42−½ · X420 

Ds = −70−½ · X220

Dt = −2/5 · 42−½ · X420

These relations allow for the quick transfer of, for example, the values of Dq, Ds, and 

Dt, from optical spectroscopy to the X-values as used in x-ray absorption.

4.3.4 ENERGIES OF THE 3dn CONFIGURATIONS 

Table 4.10 gives the energy levels of a 3d8 confi guration and Table 4.7 gives the 

ground states of the 3dn confi gurations in atomic symmetry. The crystal fi eld effect 

modifi es these energy levels by the additional terms in the Hamiltonian. We will use 

the 3d8 confi guration as an example to show the effects of the Oh and D4h symmetry 

(Table 4.22). Assuming for the moment that the 3d spin–orbit coupling is zero, in Oh 

symmetry the fi ve term symbols in spherical symmetry split into 11 term symbols. 

Their respective energies can be calculated by adding the effect of the cubic crystal 

fi eld 10 Dq to the atomic energies. The diagrams of the respective energies with 

respect to the cubic crystal fi eld, normalized to the Racah parameter B, are known as 

the Tanabe–Sugano diagrams (Sugano et al., 1970).

Figure 4.2 gives the Tanabe–Sugano diagram for the 3d8 confi guration. The 

ground state of a 3d8 confi guration in Oh symmetry has a 3A2 symmetry. If the crystal 

fi eld energy is 0.0 eV, one has effectively the atomic multiplet states. From low energy 

to high energy, one can observe, respectively, the 3F, 1D, 3P, 1G, and 1S states. Including 

a crystal fi eld strength splits these states—for example, the 3F state is split into 

TABLE 4.21
Energy of the 3d Orbitals Is Expressed in X400, X420, and X220 in the Second 
Column and in Dq, Ds, and Dt in the Third Column

Γ Energy Expressed in X-Terms In D-Terms Orbitals

b1 30−½ · X400 − 42−½ · X420 − 2.70−½ · X220  6 Dq + 2 Ds − 1 Dt x2 − y2

a1 30−½ · X400 + 42−½ · X420 + 2.70−½ · X220  6 Dq − 2 Ds − 6 Dt z2

b2 −2/3 · 30−½ · X400 + 4/3 · 42−½ · X420 − 2.70−½ · X220 −4 Dq + 2 Ds − 1 Dt xy

e −2/3 · 30−½ · X400 − 2/3 · 42−½ · X420 + 70−½ · X220 −4 Dq − 1 Ds + 4 Dt xz, yz
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3A2 + 3T1 + 3T2. At higher crystal fi eld strengths, states start to change their order and 

they cross. For states to actually cross each other or show noncrossing behavior, it 

depends on whether their symmetries allow them to form a linear combination of 

states. This also depends on the inclusion of the 3d spin–orbit coupling. 

Figure 4.3 shows the effect of the reduction of the Slater–Condon parameters. 

Figure 4.3 is the same as Figure 4.2 up to a crystal fi eld of 1.5 eV. Then, for this 

 crystal fi eld value, the Slater–Condon parameters have been reduced from their 

atomic value, indicated with 80% of their Hartree–Fock value, to 0%. The spectrum 

for 0% has all its Slater–Condon parameters reduced to zero. In other words, the 

2p3d coupling has been turned off, and one essentially observes the energies of a 3d8 

 confi guration (i.e. two 3d holes). This single particle limit has three confi gurations, 

respectively, the two holes in egeg, egt2g, and t2gt2g states. The energy difference between 

egeg and egt2g is exactly the crystal fi eld value of 1.5 eV. Figure 4.3 effectively shows 

TABLE 4.22
Five Symmetry States of a 3d8 Confi guration in SO3 Symmetry 

Relative Energy (ev) Symmetries in Oh Symmetries in D4h

1S 4.6 1A1
1A1

3P 0.2 3T1
3E + 3A2

1D −0.1 1E + 1T2
1A1 + 1B1 + 1E + 1B2

3F −1.8 3A2 + 3T1 + 3T2
3B1 + 3E + 3A2 + 3E + 3B2

1G 0.8 1A1 + 1T1 + 1T2 + 1E 1A1 + 1E + 1A2 + 1E + 1B2 + 1A1 + 1B1

Note: Energies for Ni2+ are given in the fi rst and second columns. The third column gives the respective 

symmetries of these states in Oh symmetry and column 4 in D4h symmetry. In both cases, the spin–

orbit coupling has not yet been included.
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FIGURE 4.2 Tanabe–Sugano diagram for a 3d8 confi guration in Oh symmetry.
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122 Core Level Spectroscopy of Solids

the transition from the single particle picture to the multiplet picture for the 3d8 

ground state.

The ground state of a 3d8 confi guration in Oh symmetry always remains 3A2. The 

reason is clear if one compares these confi gurations to the single particle description 

of a 3d8 confi guration. In a single particle description, a 3d8 confi guration is split by 

the cubic crystal fi eld into the t2g and the eg confi guration. Having found these confi g-

urations, one adds the eight 3d electrons one-by-one to these confi gurations. The t2g 

confi guration has the lowest energy and can contain six 3d electrons. The remaining 

two electrons are placed in the eg confi guration where both have a parallel alignment 

according to Hund’s rules. The result is that the overall confi guration is t2g
6eg(↑)2. 

This confi guration identifi es with the 3A2 confi guration. 

In general, a 3d confi guration splits into an eg and a t2g confi guration and both 

confi gurations are further split by the Stoner exchange splitting J. The Stoner 

exchange splitting J is given as a linear combination of the Slater–Condon  parameters 

as J = (F2 + F4)/14. The Stoner exchange splitting is an approximation to the 

effects of the Slater–Condon parameters and, in fact, a second parameter C, the 

orbital polarization, can be used in combination with J. The orbital polarization C is 

given as C = (9F2 − 5F4)/98. Often, this orbital polarization is omitted from single 

particle descriptions. In that case, the multiplet confi guration 3A2 is not exactly equal 

to the single particle confi guration t2g
6eg(↑)2. We assume for the moment that the 

effect of the orbital polarization will not modify the ground states. 

Table 4.23 shows that for the confi gurations 3d4, 3d5, 3d6, and 3d7, there are two 

possible ground state confi gurations in Oh symmetry. A high-spin ground state that 

originates from the Hund’s rule ground state and a low-spin ground state for which 

all t2g levels are fi lled at fi rst. One can directly relate the symmetry of a confi guration 
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FIGURE 4.3 Tanabe–Sugano diagram for a 3d8 confi guration in Oh symmetry including the 

effect of reduced Slater–Condon parameters.
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to the partly-fi lled sub-shell in the single particle model. A single particle confi gura-

tion with one t2g electron has T2 symmetry, two t2g electrons imply T1 symmetry and 

one eg electron implies E symmetry. If the t2g electrons are fi lled and the eg electrons 

(of the same spin) are empty, then the symmetry is A2. Finally, if both the t2g and eg 

states (of the same spin) are fi lled, the symmetry is A1. The nature of the ground state 

is important—it will be shown subsequently that E symmetry states are susceptible 

to Jahn–Teller distortions and T1 and T2 symmetry states are susceptible to the effects 

of the 3d spin–orbit coupling. 

The transition from high-spin to low-spin ground states is determined by the 

cubic crystal fi eld 10 Dq and the exchange splitting J. The exchange splitting is pres-

ent for every two parallel electrons. Table 4.23 gives the high-spin and low-spin 

 occupations of the t2g and eg spin-up and spin-down orbitals (t2g+, eg+, t2g−, and eg−). The 

3d4 and 3d7 confi guration differs by one t2g versus eg electron, yielding an energy 

 difference equal to the crystal fi eld splitting 10 Dq. The 3d5 and 3d6 confi gurations 

differ by 2D. The exchange interaction J is slightly different for egeg, egt2g, and t2gt2g 

interactions, as indicated in Table 4.24. The last column can be used to estimate the 

transition point. For this column, the exchange splittings were assumed to be equal, 

yielding the simple rules that, for 3d4 and 3d5 confi gurations, high-spin states are 

found if the crystal fi eld splitting is less than 3J. In the case of 3d6 and 3d7 confi gura-

tions, the crystal fi eld value should be less than 2J for a high-spin confi guration. 

Because J can be estimated as 0.8 eV, the transition points are approximately 2.4 eV for 

3d4 and 3d5, respectively, 1.6 eV for 3d6 and 3d7. In other words, 3d6 and 3d7 materials 

have a tendency to be low-spin compounds. This is particularly true for 3d6 compounds 

because of the  additional stabilizing nature of the 3d6 1A1 low-spin ground state. 

TABLE 4.23
Confi gurations 3d0 to 3d9 Are Given in Oh Symmetry for All Possible 
HS and LS States 

Conf.
Ground 

State in SO3

HS Ground 
State in Oh

HS Ground 
State in Single 

Particle Models

LS Ground 
State in Single 

Particle Models
LS Ground 
State in Oh

3d0 1S0
1A1 — — —

3d1 2D3/2
2T2 t2g+

1 — —

3d2 3F2
3T1 t2g+

2 — —

3d3 4F3/2
4A2 t2g+

3 — —

3d4 5D0
5E t2g+

3 eg+
1 t2g+

3 t2g−
1 3T1

3d5 6S5/2
6A1 t2g+

3 eg+
2 t2g+

3 t2g−
2 2T2

3d6 5D2
5T2 t2g+

3 eg+
2 t2g−

1 t2g+
3 t2g−

3 1A1

3d7 4F9/2
4T1 t2g+

3 eg+
2 t2g−

2 t2g+
3 t2g−

3 eg+
1 2E

3d8 3F4
3A2 t2g+

3 eg+
2 t2g−

3 — —

3d9 2D5/2
2E t2g+

3 eg+
2 t2g−

3 eg−
1 — —

Note: The third column gives the (high spin) HS term symbols and the last column the (low spin) LS term 

symbols. The fourth and fi fth columns give the respective occupations of the t2g and eg orbitals.
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4.3.5 SYMMETRY EFFECTS IN D4h SYMMETRY

In D4h symmetry, the t2g and eg symmetry states split further into eg and b2g, respec-

tively, a1g and b1g. Depending on the nature of the tetragonal distortion, either the eg 

or the b2g state have the lowest energy. Table 4.25 shows that all confi gurations from 

3d2 to 3d8 have a low-spin possibility in D4h symmetry. Only the 3d2 confi guration 

with the eg state as a ground state does not possess a low-spin confi guration. The 3d1 

and 3d9 confi gurations contain only one unpaired spin, thus they have no possibility 

of obtaining a low-spin ground state. It is important to notice that a 3d8  confi guration 

TABLE 4.24
High-Spin and Low-Spin Distribution of the 3d Electrons for the 
Confi gurations 3d4 to 3d7 

Confi guration High Spin Low Spin 10 Dq (D) Exchange (J) J/D

3d4 t2g+
3 eg+

1 t2g+
3 t2g−

1 1D 3Jte 3

3d5 t2g+
3 eg+

2 t2g+
3 t2g−

2 2D 6Jte + Jee− Jtt
~3

3d6 t2g+
3 eg+

2 t2g−
1 t2g+

3 t2g−
3 2D 6Jte + Jee− 3Jtt

~2

3d7 t2g+
3 eg+

2 t2g−
2 t2g+

3 t2g−
3 eg+

1 1D 3Jte + Jee− 2Jtt
2

Note: The fourth column gives the difference in crystal fi eld energy; the fi fth column gives the difference 

in exchange energy. For the last column, we have assumed that Jte ~ Jee ~ Jtt = J.

TABLE 4.25
Branching of the Spin-Symmetry States and Its Consequence on the States 
That Are Found after the Inclusion of Spin–Orbit Coupling

Conf.
Ground 

State in SO3

HS Ground 
State in Oh Spin in Oh Degeneracy Overall Symmetry in Oh

3d0 1S0
1A1 A1 1 A1

3d1 2D3/2
2T2 U1 2 U2 + G

3d2 3F2
3T1 T1 4 E + T1 + T2 + A1

3d3 4F3/2
4A2 G 1 G

3d4 5D0
5E

3T1

E + T2

T1

5

4

A1 + A2 + E + T1 + T2

E + T1 + T2 + A1

3d5 6S5/2
6A1

2T2

G + U2

U1

2

2

G + U2

G + U2

3d6 5D2
5T2

1A1

E + T2

A1

6

1

A1 + E + T1 + T1 + T2 + T2

A1

3d7 4F9/2
4T1

2E

G

U1

4

1

U1 + U2 + G + G

G

3d8 3F4
3A2 T1 1 T2

3d9 2D5/2
2E U1 1 G

Note: The fourth column gives the spin-projection and the fi fth column its degeneracy. The last column 

lists all the symmetry states after inclusion of spin–orbit coupling.
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as, for example, found in Ni2+ and Cu3+ can yield a low-spin confi guration. Actually, 

this low-spin confi guration is found in the trivalent parent compounds of the high TC 

superconducting oxides (Hu et al., 1998a,b). The D4h symmetry ground states are 

particularly important for those cases where Oh symmetry yields a half-fi lled eg state. 

This is the case for 3d4 and 3d9 plus low-spin 3d7. These ground states are unstable 

in octahedral symmetry and will relax to, for example, a D4h ground state (the well-

known Jahn–Teller distortion). This yields the Cu2+ ions with all states fi lled except 

the 1A1g hole. 

4.3.6 EFFECT OF THE 3d SPIN–ORBIT COUPLING

As discussed previously, the inclusion of a 3d spin–orbit coupling will lead to the 

multiplication of the spin and orbital angular momenta to a total angular momentum. 

In this process, the familiar nomenclature for the ground states of the 3dn confi gura-

tions is lost. For example, the ground state of Ni2+ in octahedral symmetry is in total 

symmetry that is referred to as T2 and not as 3A2. Also in total symmetry, the spin 

angular momenta are branched to the same symmetry group as the orbital angular 

momenta, yielding for a 3A2 ground state an overall ground state of T1 ⊗ A2 = T2. It 

turns out that in many cases, it is better to omit the 3d spin–orbit coupling because it 

is “quenched,” for example, by solid state effects. This has been found to be the case 

for CrO2. A different situation is found for CoO where the explicit inclusion of the 3d 

spin–orbit coupling is essential for a good description of the 2p x-ray absorption 

spectral shape. In other words, 2p x-ray absorption is able to determine the different 

role of the 3d spin–orbit coupling in CrO2 (quenched) and CoO (not quenched), 

respectively (de Groot, 1994).

Table 4.25 gives the spin-projection to Oh symmetry. The ground states with an 

odd number of 3d electrons have a ground state spin angular momentum that is 

half-integer (Butler, 1981). Table 4.25 shows that the degeneracy of the overall 

 symmetry states is often not exactly equal to the spin number as given in the third 

column. For example, the 3T1 ground state is split into four confi gurations, not 

three as one would expect. If the 3d spin–orbit coupling is small (and if no other 

state is close in energy), two of these four states are quasi-degenerate and one fi nds 

essentially three states. This is, in general, the case for all situations. Note that the 
6A1 ground state of 3d5 is split into two confi gurations. These confi gurations are 

degenerate as far as the 3d spin–orbit coupling is concerned. However, because of 

differences in the mixing of excited term symbols, a small energy difference can be 

found. This is the origin of the small, but nonzero, zero fi eld splitting in the EPR 

analysis of 3d5 compounds.

Figure 4.4 shows the Tanabe–Sugano diagram for a 3d7 confi guration in Oh 

 symmetry. Only the excitation energies from 0.0 eV to 0.4 eV are shown to high-

light the high-spin low-spin transition at 2.25 eV, and also the important effect of 

the 3d spin–orbit coupling. It can be observed that the atomic multiplet spectrum 

of Co2+ has a large number of states at low energy. All these states are part of the 
4F9/2 confi guration that is split by the 3d spin–orbit coupling. After applying a cubic 

crystal fi eld, most of these multiplet states are shifted to higher energies and only 

four states remain at low energy. These are the four states of 4T1 as indicated in 

Table 4.25. All these four states remain within 0.1 eV from the U1 ground state. 
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This description is actually correct and has been shown in detail for the 2p x-ray 

absorption spectrum of CoO (de Groot, 1991, 1994), which has a cubic crystal fi eld 

of 1.2 eV. At 2.25 eV, the high-spin low-spin transition is evident. A new state is 

coming from high energy and a G symmetry state replaces the U1 symmetry state 

at the lowest energy. In fact, there is a very interesting complication: due to the 3d 

spin–orbit coupling, the G symmetry states of the 4T1 and 2E confi gurations mix 

and form linear combinations. Just above the transition point, this linear combina-

tion will have a spin-state that is neither high-spin nor low-spin and, in fact, a 

mixed spin-state can be found. 

4.3.7  CONSEQUENCES OF REDUCED SYMMETRY

Table 4.26 gives all matrix element calculations that have to be carried out for 3dn → 

2p53dn+1 transitions in SO3 symmetry for the J-values up to 4. We will use the transi-

tions 3d0 → 2p53d1 as examples. 3d0 contains only J = 0 symmetry states. This limits 

the calculation for the ground-state spectrum to only one ground state, one transition, 

and one fi nal state matrix element. We are now going to apply the SO3 → Oh and 

Oh → D4h branching rules to these tables.

In octahedral symmetry, one has to calculate fi ve matrices for the initial and 

fi nal states and 13 transition matrices. Note that this is a general result for all even 

numbers of 3d electrons, as there are only these fi ve symmetries in the Oh symmetry. 

In the 3d0 case, the ground state branches to A1 and only three matrices are needed 

to  generate the spectral shape: 〈 A1 | A1 | A1 〉 for the 3d0 ground state, 〈 A1 | T1 | T1 〉 for 

the dipole transition, and 〈 T1 | A1 | T1 〉 for the 2p53d1 fi nal state.

4.3.8 3d0 SYSTEMS IN OCTAHEDRAL SYMMETRY 

In this section, we focus on the discussion of the crystal fi eld effects on the 

 spectral shape of 3d0 systems. The 3d0 systems are rather special because they are 
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FIGURE 4.4 Tanabe–Sugano diagram for a 3d7 confi guration in Oh symmetry.
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not affected by ground state effects. The 3d0 → 2p53d1 transition can be calcu-

lated from a single transition matrix 〈A1 | T1 | T1〉 in Oh symmetry (Table 4.27) and 

in D4h symmetry (Table 4.28). In Oh symmetry, the ground state A1 matrix is 

1 × 1 and the fi nal state T1 matrix is 7 × 7, making the transition matrix 1 × 7. In 

other words, the spectrum consists of a maximum of seven peaks. The respective 

TABLE 4.26
Matrix Elements in SO3 Symmetry Needed for the 
Calculation of 2p X-Ray Absorption (Up to a 
Value of J � 4)

General Calculation 3dn → 2p53dn+1 in SO3 Symmetry

Initial State Transition Final State

〈0 | 0 | 0〉 〈0 | 1 | 1〉 〈0 | 0 | 0〉
〈1 | 0 | 1〉 〈1 | 1 | 0〉 

〈1 | 1 | 1〉
〈1 | 1 | 2〉

〈1 | 0 | 1〉

〈2 | 0 | 2〉 〈2 | 1 | 1〉
〈2 | 1 | 3〉

〈2 | 0 | 2〉

〈3 | 0 | 3〉 〈3 | 1 | 2〉
〈3 | 1 | 3〉
〈3 | 1 | 4〉

〈3 | 0 | 3〉

〈4 | 0 | 4〉 〈4 | 1 | 3〉
〈4 | 1 | 4〉

〈4 | 0 | 4〉

TABLE 4.27
Matrix Elements in Oh Symmetry Needed for 
the Calculation of 2p X-Ray Absorption

General Calculation 3dn → 2p53dn+1 in Oh Symmetry

Initial State Transition Final State

〈A1 | A1 | A1〉 〈A1 | T1 | T1〉 〈A1 | A1 | A1〉
〈T1 | A1 | T1〉 〈T1 | T1 | A1〉

〈T1 | T1 | T1〉
〈T1 | T1 | E〉
〈T1 | T1 | T2〉

〈T1 | A1 | T1〉

〈E | A1 | E〉 〈E | T1 | T1〉
〈E | T1 | T2〉

〈E | A1 | E〉

〈T2 | A1 | T2〉 〈T2 | T1 | T1〉
〈T2 | T1 | E〉
〈T2 | T1 | T2〉
〈T2 | T1 | A2〉

〈T2 | A1 | T2〉

〈A2 | A1 | A2〉 〈A2 | T1 | T2〉 〈A2 | A1 | A2〉
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degeneracies of the J-values in SO3 symmetry and the degeneracies of the repre-

sentations in Oh symmetry are collected in Table 4.29.

A 2p53d1 confi guration has 12 representations in SO3 symmetry that are branched 

to 25 representations in a cubic fi eld. The overall degeneracy of the 2p53d1 confi gura-

tion is 6 × 10 = 60, implying a possibility of 60 transitions in a system without any 

symmetry. From these 25 representations, only seven are of interest for the calcula-

tion of the x-ray absorption spectral shape, because only these T1 symmetry states 

obtain a fi nite intensity (de Groot et al., 1991a).

Table 4.30 shows the seven T1 symmetry states calculated with a crystal fi eld 

splitting of 3.04 eV. The seven peaks that are all built from the seven basis vectors 

TABLE 4.28
Matrix Elements in D4h Symmetry Needed for the Calculation 
of 2p X-Ray Absorption

General Calculation 3dn → 2p53dn+1 in D4h Symmetry

Initial State Transition Final State

〈A1 | A1 | A1〉 〈A1 | E | E 〉
〈A1 |A2 | A2〉

〈A1 | A1 | A1〉

〈B1 | A1 | B1〉 〈B1 | E | E 〉
〈B1 | A2 | B2〉

〈B1 | A1 | B1〉

〈E | A1 | E 〉 〈E | E | A1〉
〈E | E | A2〉
〈E | E | B1〉
〈E | E | B2〉
〈E | A2 | A2〉

〈E | A1 | E〉

〈B2 | A1 | B2〉 〈B2 | E | E 〉
〈B2 | A2 | B1〉

〈B2 | A1 | B2〉

〈A2 | A1 | A2〉 〈A2 | E | E 〉
〈A2 | A2 | A1〉

〈A2 | A1 | A2〉

TABLE 4.29
Branching of the J Values in SO3 Symmetry to the 
Representations in Oh Symmetry, Using the Degeneracies 
of the 2p53d1 Final State in X-Ray Absorption

J in SO3 Degeneracy Branchings Γ in Oh Degeneracy

0 1 A1 A1 2

1 3 3 × T1
A2 3

2 4 4 × E, 4 × T2
T1 7

3 3 3 × A2, 3 × T1, 3 × T2
T2 8

4 1 A1, E, T1, T2 E 5

∑ 12 25
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are evident. The third row is related to 1P1 symmetry and its square yields the inten-

sity as given in the bottom row. Essentially four main peaks, peaks 3, 5, 6, and 7, are 

observed. Peaks 6 and 7 are essentially the L2 edge peaks of the t2g and eg character, 

respectively. They are split by 3.05 eV, essentially the value of 10 Dq. Peaks 3 and 5 

are the L3 peaks of t2g and eg character, also split by 3.05 eV. Peaks 1, 2, and 4 are 

low-intensity peaks that originate from the “spin-forbidden transition” in the atomic 

 multiplet calculation.

Figure 4.5 shows the LFM calculations for the 3d0 → 2p53d1 transition in Ti4+. 

The result of each calculation is a set of seven energies with seven intensities. These 

TABLE 4.30
T1 Final States of the 2p53d1 Confi guration with 10 Dq = 3.04 eV

460.82 461.64 462.80 464.04 465.85 468.31 471.36

1 0.06 0.00 0.15 0.01 0.49 0.04 0.23

2 0.59 0.02 0.00 0.29 0.02 0.00 0.04

3 0.00 0.01 0.11 0.00 0.18 0.26 0.41

4 0.01 0.44 0.03 0.09 0.00 0.29 0.10

5 0.00 0.29 0.29 0.07 0.03 0.21 0.07

6 0.00 0.04 0.39 0.01 0.24 0.17 0.12

7 0.31 0.17 0.00 0.49 0.01 0.00 0.00

10−4    3 × × 10−4 0.04 10−4 0.11 0.24 0.59

Note: The top row gives the energies and the bottom row the relative intensities of the seven fi nal states 

that are built from seven basis vectors. The third row is underlined and gives the 1P1 contributions 

to the seven states. The bottom row (in bold) gives the intensity of the seven lines.

FIGURE 4.5 The LFM calculations for the 3d0 → 2p53d1 transition in Ti4+. The atomic 

Slater–Condon parameters and spin–orbit couplings have been used as given in Table 4.17. 

The bottom spectrum is the atomic multiplet spectrum. Each next spectrum has a value of 

10 Dq that has been increased by 0.3 eV. The top spectrum has a crystal fi eld of 3.0 eV. (From 

de Groot, F., Coord. Chem. Rev., 249, 31, 2005. With permission from Elsevier Ltd.)
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seven states have been broadened by lifetime broadening and experimental 

 resolution. From detailed comparison with experiment, it turns out that each of the 

four main lines has to be broadened differently. It is well known that the L2 part of 

the spectrum (i.e. the last two peaks) contains an additional Auger decay that 

accounts for a signifi cant broadening with respect to the L3 part. This effect has 

been found to be an additional broadening of 0.5 eV half-width of half-maximum 

(HWHM). An additional difference in broadening is found between the t2g and the 

eg states. This broadening has been ascribed to differences in the vibration effects 

on the t2g respectively the eg states. Another cause could be a difference in hybridi-

zation effects and CTM calculations in fact (Okada and Kotani, 1993) indicate 

that this effect is important. Whatever the origin of the broadening, the comparison 

with experiment shows that if LFM calculations are performed, the eg states 

must be broadened with an additional 0.4 eV HWHM for the Lorentzian parameter. 

The experimental resolution has been simulated with a Gaussian broade ning of 

0.15 eV HWHM.

Figure 4.6 compares the LFM calculation of the 3d0 → 2p53d1 transition in Ti4+ 

with the experimental 2p XAS spectrum of FeTiO3. The titanium ions are surrounded 

by six oxygen atoms in a distorted octahedron. The value of 10 Dq has been set to 

1.8 eV. The calculation is able to reproduce all peaks that are experimentally visible. 

In particular, the two small prepeaks can be easily observed. The similar spectrum 

of SrTiO3 has an even sharper spectral shape, related to the perfect octahedral sur-

rounding of Ti4+ by oxygen.

Figure 4.7 shows the effect of the pd Slater–Condon parameters on the spectral 

shape of the 3d0 → 2p53d1 transition in Ti4+. The bottom calculation is the same as 

that included in Figure 4.6, and used the 80% reduction of the Hartree–Fock values 

in order to obtain a good estimate of the values in the free atom. In most solids, the 

FIGURE 4.6 The 2p x-ray absorption spectrum of FeTiO3 compared with a LFM calcula-

tion for Ti4+ with a value of 10 Dq of 1.8 eV. (Reprinted with permission from de Groot, 

F.M.F., Fuggle, J.C., Thole, B.T., and Sawatzky, G.A., Phys. Rev. B, 41, 928, 1990a. Copyright 

1990 by the American Physical Society.)
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pd Slater–Condon parameters have essentially the same values as for the free atom or, 

in other words, the solid-state screening of the pd Slater–Condon parameters is almost 

zero. The fi ve spectra are calculated by using the same values for the 3d- and 2p-spin–

orbit coupling and the same crystal fi eld value of 1.8 eV. The Slater–Condon para-

meters are then rescaled to 80% (bottom), 60%, 40%, 20%, and 1% (top), respectively. 

The top spectrum corresponds closely to the single particle picture where four peaks 

are expected (L3-t2g, L3-eg, L2-t2g, and L2-eg, respectively), with respective intensities 

given by their degeneracies (i.e. 6 : 4 : 3 : 2). This is exactly what is observed in the top 

spectrum where it should be noted that the intensity ratio is a  little obscured by the 

 differences in line width. It can be concluded that there is a large difference between 

the single  particle result (top spectrum) and the multiplet result (bottom spectrum). The 

Slater–Condon parameters have the effect of lowering the intensity of the t2g peaks and 

shifting intensity to the eg peaks. At an even larger intensity, shift can be observed for 

the L3 edge rather than for the L2 edge and a very clear effect is the creation of 

additional peaks because of the additional transitions that become allowed.

From Figure 4.7, it can be observed that the four energy levels at the single parti-

cle limit on the left, split into seven lines if the Slater–Condon parameters are turned 

on. More precisely, it is only the L3 edge that is split and its two states are split into 

fi ve states. The L2 edge is not split and because of this, the L2 edge can be expected 

to stay closer to the single particle result; in particular, the energy separation between 

the t2g and eg level of the L2 edge is only a little affected. In the case of 4d  elements, 

2.0
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462 464 466 468

Energy (eV)

470 472

FIGURE 4.7 The LFM calculations for the 3d0 → 2p53d1 transition in Ti4+. The atomic 

Slater–Condon parameters and spin–orbit couplings have been used as given in Table 4.17. 

The bottom spectrum is the LFM spectrum with atomic parameters and corresponds to the 

seventh spectrum in Figure 4.5 (i.e. 10 Dq = 1.8 eV). The Slater–Condon parameters are res-

caled from the Hartree–Fock values to 80% (bottom), 60%, 40%, 20%, and 1% (top), that is, 

the top spectrum is essentially the single particle (crystal fi eld) result. (From de Groot, F., 

Coord. Chem. Rev., 249, 31, 2005. With permission from Elsevier Ltd.)
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where the multiplet effects are smaller, their L2 edge can be expected to be more 

closely related to the single particle picture than the corresponding L3 edge. 

Lowering the symmetry from cubic (Oh) to trigonal (D3d) or tetragonal (D4h) 

 further splits all the symmetry lines according to the rules of group theory. Since, 

the dipole operator also splits into two or three different operators, lower symmetry 

implies that ordered systems will have angular dependent XAS spectra. An overview 

of lower symmetries and angular dependence in XAS is given by Brouder (1990). 

Examples of angular dependence in lower symmetries can be found in the study of 

interfaces, surfaces, and adsorbates. A detailed study of the symmetry effects on 

calcium 2p x-ray absorption spectra at the surface and in the bulk of CaF2 clearly 

showed the ability of the multiplet calculations to reproduce the spectral shapes both 

in the bulk as at the reduced C3v symmetry of the surface (Himpsel et al., 1991). 

Recently, the group of Anders Nilsson performed potassium 2p x-ray absorption 

experiments of potassium adsorbed on Ni(100) as well as the coadsorption system 

CO/K/Ni (Hasselstrom et al., 2000). Further examples of reduced symmetry and its 

consequences for linear and circular dichroism will be given in the Chapters 6 

(for XAS), 7 (for XMCD), and 8 (for RXES).

4.3.9 AB INITIO LFM CALCULATIONS

Recent progress on the ab initio use of clusters to explain core level spectra includes 

the work of Bagus and Ilton (2006). Within their approach, important aspects are the 

ab initio calculation of all atomic multiplet effects and the effects of covalence in 

the ground state and its changes in the fi nal state. Explicit charge-transfer effects are, 

however, not included in this ab initio route. This implies that for all systems where 

charge transfer is important, this ab initio route will not yield the correct spectra. If 

charge-transfer effects could be implemented within this route, an ab initio calculation 

of core level spectra would become feasible. Martins et al. (2006) have reviewed the 

analysis of free TM ions and performed ab initio atomic calculations to calculate 

the 3p XAS and XPS spectra. In the case of free ions, there are no crystal fi eld effects 

and the charge-transfer effect can be reformulated essentially as a confi guration–

 interaction effect. An  earlier combination of band structure and charge-transfer effects 

has been developed by Zaanen et al. (1985b).

Another route to ab initio multiplet calculations has been developed by Isao 

Tanaka and coworkers (Ikeno et al., 2004, 2005, 2006; Tanaka et al., 2005; Brik et al., 

2006). In most of the calculations, they use fi rst-principles multi-electron calculations 

using model clusters composed of one TM ion and coordinating six oxide ions. The 

atomic positions are obtained from the experimental crystal structures and the lattice 

is extended by point charges. The Slater integrals and crystal fi eld strengths are calcu-

lated within this theoretical scheme. Compared to the CTM model used throughout 

this book, this method is “ab initio” in the sense that both the Slater integrals and the 

crystal fi eld strengths are calculated ab initio, within the restrictions chosen. This 

approach can be seen as an extension of the method develo ped by Crocombette et al. 

(1995), who also used a real space cluster input to calculate the Slater integrals and 

crystal fi eld values. Crocombette and Jollet (1994, 1996) and Crocombette et al. 

(1995) used a scaling factor to account for longer range interactions, where this new 

approach uses point charges. As yet, this ab initio  multiplet route is limited to one 3dn 
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confi guration. That is, within the context of the CTM method, it can be regarded as a 

LFM method. This implies that the same limitations apply as for the LFM calculations 

discussed previously (i.e. only ionic systems can be calculated and the effects of 

charge transfer, in particular satellite structures, are not included).

Looking at the calculated results, it can be concluded that the calculations on the 

octahedral TM oxides MnO, FeO, and CoO (Ikeno et al., 2006) approximately repro-

duce the experiment. It is to be noted, however, that the “empirical” LFM calcula-

tions reproduce MnO and CoO more accurately, using only one empirical parameter 

(i.e. the cubic crystal fi eld value) (de Groot, 1991). The MnO spectrum is given in 

Section 6.3.6 and the CoO spectrum is given in Section 6.3.8. As will be discussed, 

in the case of CoO, the 3d spin–orbit coupling is important along with the tempera-

ture parameter. This has also been confi rmed experimentally by Haverkort et al. 

(2005b). From the calculated spectra, it can be observed that the ab initio multiplet 

calculations include 3d spin–orbit coupling, though its implications on the spectral 

shape are not discussed (Ikeno et al. 2006).

One of the advantages of this ab initio method is its real-space input that makes it 

easier to combine with other calculations. Brik et al. (2006) calculated the angular 

dependence of 2p XAS spectrum of V2O3, thereby repeating the LFM calculations of 

Park et al. (2000). The level of agreement found in the empirical LFM calculations is 

signifi cantly better than in the new ab initio calculations. In fact, this points to a prob-

lem of real-space calculations, that is, its approximation of anything but the nearest 

neighbors by point charges. It has been found by Crocombette and Jollet (1994) that the 

symmetry effects caused by the nearest neighbors are too small to simulate the experi-

mental spectra, indicating that the longer-range effects cannot be simulated by charges 

only. Note, for example, the rather poor agreement with experiment for the 2p XAS 

spectrum of the strongly distorted system V2O5 (Brik et al., 2006). Neglecting the long-

range effects imply that the crystal fi eld parameters must be “corrected,” which would 

turn the method into a semi-empirical method, similar to the LFM approach.

A second problem with this ab initio multiplet method is that, as yet, only one 

confi guration can be included. The neglect of charge transfer implies that all systems 

with signifi cant charge-transfer effects, including all higher valent ions, cannot be 

calculated correctly. In particular, this includes systems with negative charge transfer, 

for example, Cu3+ systems, as discussed previously. A related fundamental problem is 

the fact that the LDA approach that is used does not describe the strongly correlated 

3d electrons correctly. Despite these problems, this ab initio multiplet method could 

become very useful after (i) the embedding problem is “solved,” (ii) more than one 

confi guration can be included, and (iii) the correlated ground state is implemented. 

The main advantage of the method is its real-space nature, which would allow the 

study of arbitrary surroundings. 

4.4 CHARGE TRANSFER MULTIPLET THEORY

Charge transfer effects are the effects of charge fl uctuations in the initial and fi nal 

states. The atomic multiplet and LFM theory use a single confi guration to describe 

the ground state and fi nal state. This confi guration can be confi ned with other 

low-lying confi gurations similar to the way confi guration–interaction works with a 
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combination of Hartree–Fock matrices. The interpretation of core-level XPS spectra 

of TM compounds has led to the development of the charge transfer model, as dis-

cussed in Chapter 3. With the aid of the charge-transfer effects, the spectral shapes 

can be explained and the electronic structure understood. Much of this work has cen-

tered on the late TM compounds, where the appearance of distinct satellite features 

in the metal 2p core-level spectra can be explained by either the single impurity 

Anderson model (SIAM) or a charge transfer cluster model. The physics can be 

described in terms of a few parameters, namely the on-site dd Coulomb repulsion 

energy Udd, the charge-transfer energy Δ, the ligand p-TM d hybridization energy 

V(Γ) and the core hole potential −Udc. Within the impurity model, it can be found 

that the core-hole potential is usually 1–2 eV larger than Udd; in addition, the largest 

core-hole potential is found for the deepest core state.

The CTM theory is an extension of the charge transfer theory in Chapter 3 by 

 taking into account the atomic multiplet coupling effect in each confi guration. For 

instance, the ground state of a nominally 3dn TM compound is expressed as the state 

where the 3dn, 3dn+1L, and alike confi gurations are coupled through the hybridization 

effect (i.e. the charge-transfer effect between the ligand p and TM 3d states), but in the 

CTM theory the atomic multiplet effect is taken into account in each of the 3dn, 3dn+1L 

confi gurations, and so on. In the fi nal state of TM 2p XAS, the 2p53dn+1, 2p53dn+2L, and 

alike confi gurations are coupled through the charge-transfer effect and the atomic mul-

tiplet coupling is included in each of 2p53dn+1, 2p53dn+2L, and alike confi gurations.

The core-hole potential as used in the impurity model is assumed to act only on the 

3d states. This is an approximation and the interactions of the core hole on other valence 

electrons are neglected. This accounts for ligand valence states as well as metal 4sp 

conduction states. In addition, off-diagonal interaction terms including the 3d electron 

and a valence electron are neglected. It is assumed that the neglect of these interactions 

can be taken into account by renormalizing the core-hole potential −Udc. This implies 

that the value of other parameters as determined from core spectroscopies will also be 

infl uenced by the value of Udc, which further implies that these parameters can be dif-

ferent from parameters determined from experiments that do not involve core states.

4.4.1 INITIAL STATE EFFECTS

The CTM Hamiltonian with a cluster model is obtained from Equation 3.113 of 

Chapter 3 by adding the multipole component of Coulomb interaction between the 

3d electrons and the spin–orbit interaction of the 3d states in the form:

H a a a a V a a a ad d d d d0 = + + ++ + + +ÂÂe es s s s s s s s
ss
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where  a Γσ  +   and  a aΓσ  +   are electron creation operators for a ligand molecular orbital 

Γ with spin σ and a 3d state (Γ, σ), and the summation Γ runs over the irreducible 
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representations of the symmetry group of the cluster, V(Γ) is the hybridization 

between 3d and ligand states, gdd(Γ1σ1, Γ2σ2, Γ3σ3, Γ4σ4) represents the Coulomb 

interaction between 3d electrons, and ξd(l . s) is the spin–orbit interaction. The gdd 

describes all two-electron integrals, that is, it includes all terms of the multipole 

expansion where the lowest-order term is the spherical symmetric component given 

by Udd in Chapter 3 and all of the other terms cause the atomic multiplet coupling 

(described by Slater–Condon parameters F 2 and F 4). The crystal fi eld effect is taken 

into account by the Γ dependence of edΓ.

If we extend the cluster model to the SIAM, the ligand molecular orbitals (the 

fi rst term of H0) are replaced by the valence band states. Figure 4.8 sketches the 

model of the valence band such as a semi-elliptical DOS with bandwidth w and a 

rectangular DOS with bandwidth w. Instead of such models, the actual band struc-

ture that is found from DFT calculations can be used (bottom). Actually, it has been 

demonstrated that the use of the real band structure instead of an approximate model 

band structure hardly affects the spectral shape (Jollet et al., 1997). The CTM 

model approximates the band usually as a rectangle of bandwidth w, where N 

 number of points of equal intensity are used for the actual calculation. The calcula-

tion can be simplifi ed further to N = 1, that is, a single state representing the 

band. In that case, the bandwidth is reduced to zero and the SIAM is reduced to the 

cluster model. 

FIGURE 4.8 Representation of the delocalized bands that interact with a correlated local-

ized state. From bottom to top: a general DOS, a semi-elliptical valence band, a square 

valence band, and a single valence state. (From de Groot, F., Coord. Chem. Rev., 249, 31, 

2005. With permission from Elsevier Ltd.)
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We will now study the interplay of the charge-transfer and multiplet coupling 

effects with the cluster model. Two confi gurations only are considered, namely 3d7 

and 3d8L of Co2+ in the cubic crystal fi eld. Figure 4.9 gives the LFMs for the 3d7 and 

3d8L confi gurations. The 3d7 confi gurations are centered at 0.0 eV and the lowest 

energy state is the 4T1 state, where the small splittings due to the 3d spin–orbit 

 coupling have been neglected. The lowest state of the 3d8L confi guration is the 3A2 

state, which is the ground state of 3d8. The center of gravity of the 3d8 confi guration 

has been set at 2.0 eV, which identifi es with a value of the charge-transfer energy Δ 

of 2.0 eV. The effective charge-transfer energy Δeff is defi ned as the energy difference 

between the lowest states of the 3d7 and the 3d8L confi gurations as indicated in Figure 

4.9. Because the multiplet splitting is larger for 3d7 than for 3d8L, Δeff is larger than 

Δ. The effect of charge transfer is to form a ground state that is a combination of 3d7 

and 3d8L. The energies of these states have been calculated on the right half of the 

fi gure. If the hybridization V(Γ) is set equal to zero, both confi gurations do not mix 

and the eigenstates are exactly equal to 3d7, and at higher energy to 3d8L. Turning on 

the hybridization, it is observed that the energy of the lowest confi guration is further 

lowered as shown on the left side of Figure 4.9, where we assume V(t2g) = V(eg) = t. 
This state will still be the 4T1 confi guration, but with increasing hybridization, it will 

have increasing 3d8L character. It can be observed that the second lowest state is split 

by the hybridization and most bonding combination obtains an energy that comes 

close to the 4T1 ground state. This excited state is essentially a doublet state and, if 

the energy of this state crosses the 4T1 state, a charge-transfer induced spin-transition 

would be observed. It has been shown that the charge- transfer effects can lead to new 
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FIGURE 4.9 (Left) The LFM states of 3d7 and 3d8 confi gurations. The multiplet states with 

energies higher than +2.0 eV are not shown. Δ has been set to +2.0 eV. (Right) The CTM 

 calculations for the combination of LFM states as indicated on the left and with the hybridiza-

tion strength from 0.0–2.0 eV as indicated below the states. (From de Groot, F., Coord. Chem. 
Rev., 249, 31, 2005. With permission from Elsevier Ltd.)
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types of ground states, for example, in the case of a 3d6 confi guration, crystal fi eld 

effects lead to a transition of S = 2 high-spin to S = 0 low-spin ground state. Charge-

transfer effects are also able to lead to an S = 1 intermediate spin ground state.

Figure 4.9 can be expanded to Tanabe–Sugano-like diagrams for two confi gura-

tions 3dn + 3dn+1L, instead of the usual Tanabe–Sugano diagrams as a function of 

only one confi guration. The energies of these two-confi guration Tanabe–Sugano 

 diagrams are affected by the Slater–Condon parameters (often approximated with 

the B Racah parameter), the cubic crystal fi eld 10 Dq, the charge-transfer energy Δ 

and the hybridization strength t. The hybridization can be made symmetry- dependent 

and one can add crystal fi eld parameters related to lower symmetries, yielding an 

endless series of Tanabe–Sugano diagrams. What is actually important is to deter-

mine the possible types of ground states for a particular ion, say Co2+. Scanning 

through the parameter space of F 2, F 4, 10 Dq, Ds, Dt, LS3d, V(Γ), and Δ, the nature 

of the ground state can be determined. This ground state can then be checked 

with 2p XAS. After the inclusion of exchange and magnetic fi elds, a means is then 

available to compare the ground state with techniques like x-ray magnetic circular 

dichroism (XMCD), optical magnetic circular dichroism (MCD), and EPR.

In principle, more band character can be put into this CTM picture and the fi rst 

step is to make a transition from a single state to a series of 3d8L states, each with its 

included multiplet, but each with a different effective charge-transfer energy. 

4.4.2 FINAL STATE EFFECTS

The fi nal state of XAS includes the core hole plus an extra electron in the valence 

region. In the case of XPS, the core electron is excited to a free electron. One adds 

the energy and occupation of the 2p core hole and the Coulomb interaction between 

3d and 2p states to the Hamiltonian. Then the Hamiltonian is given by explicitly 

including the 2p core states, as
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where ν are the combined indices (Γ, σ), μ are similar indices for the 2p core states, gpd 

represents the Coulomb interaction between 2p and 3d states, and ζp is the spin–orbit 

coupling parameter for the 2p state. The term gpd describes all two-electron integrals 

and includes Udc as well as the effects of the Slater–Condon parameters F 2, G1, and G3. 

This Hamiltonian can also be used for the initial state because, if we impose the condi-

tion of no core hole occupation, H (Equation 4.36) reduces to H0 (Equation 4.35).

This fi nal state Hamiltonian is solved in the same manner as the initial state 

Hamiltonian. Using the two confi guration description, two fi nal states 2p53d8 and 

9071_C004.indd   1379071_C004.indd   137 1/18/2008   11:08:05 AM1/18/2008   11:08:05 AM



138 Core Level Spectroscopy of Solids

2p53d9L are found for Co2+. These states mix in a manner similar to the two confi gura-

tions in the ground state and, as such, give rise to a fi nal state Tanabe–Sugano diagram. 

All fi nal state energies are calculated from the mixing of the two confi gurations. 

This calculation is only possible if all fi nal state parameters are known. The following 

rules are used: 

 1. The 2p3d Slater–Condon parameters are taken from an atomic calculation. 

For trivalent ions and higher valencies, these atomic values are sometimes 

reduced.

 2. The 2p and 3d spin–orbit coupling are taken from an atomic calculation.

 3. The crystal fi eld values are assumed to be the same as in the ground state.

 4. The energy difference of the two confi gurations (i.e. the charge-transfer energy), 

in the fi nal state of XAS is given by Δf = Δ + Udd − Udc (see Equation 3.162 

of Chapter 3). In general, as Udc is approximately 1–2 eV larger than Udd, it is 

often assumed that Δf = Δ − 1 eV or ΔF = Δ − 2 eV. (For XPS, Δf = Δ − Udc.)

 5. The hopping parameter V(Γ) is often assumed to be equal in the initial and 

fi nal states, but sometimes the confi guration dependence of V(Γ) is taken 

into account.

Detailed analysis of XAS and resonant x-ray emission spectroscopy (RXES) has 

shown that V(Γ) depends on the confi guration. In order to describe the confi guration 

dependent V(Γ), two scaling factors Rc and Rv are introduced. Since the TM 3d wave-

function is contracted when a 2p core hole is created, the hybridization strength V(Γ) 

between 3dn and 3dn+1L confi gurations is reduced to RcV(Γ). Meanwhile, the hybrid-

ization between 3dn+1 and 3dn+2L confi gurations is enhanced to V(Γ)/Rv, because the 3d 

wavefunction is more extended with increasing 3d electron number. This means that 

the hybridization strength between 2p53dn+1 and 2p53dn+2L confi gurations in the fi nal 

state of XAS is given by [RcV(Γ)]/Rv, where Rc and Rv are less than unity and usually 

taken around Rc = 0.8 and Rv = 0.9, where both are material-dependent values. In a 

similar way, the Coulomb interaction Udd and the crystal fi eld parameters should, in 

principle, depend on the confi guration, but in most cases these effects are not explicitly 

taken into account.

4.4.3 XAS SPECTRUM WITH CHARGE-TRANSFER EFFECTS

The essence of the charge-transfer model is the use of two or more confi gurations. 

The LFM calculations use one confi guration for which it solves the LFM 

Hamiltonian HLFM (which is the atomic Hamiltonian plus the crystal fi eld 

Hamiltonian), so essentially the following matrices:

 
I T EDn n

XAS d p d, ( ) ,1 1

5 1 2
3 2 3μ · Ò+| | | |  (4.37)

 
E Hn n

INIT LFMd d, ,1 3 3= · Ò| |  (4.38)

 
E Hn n

FINAL LFMp d p d, .1

5 1 5 1
2 3 2 3= · Ò+ +| |  (4.39)
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The charge-transfer model adds a confi guration 3dn+1L to the 3dn ground state. 

In the case of a TM oxide, in a 3dn+1L confi guration an electron has been moved 

from the oxygen 2p valence band to the metal 3d band. One can continue with this 

 procedure and add a 3dn+2L2 confi guration, and so on. In many cases, two confi gu-

rations will be enough to explain the spectral shapes of XAS, but in particular for 

high valence states, it can be important to include more confi gurations. The 

charge-transfer effect adds a second dipole transition, second initial, and second 

fi nal states: 

 
I L T ED Ln n

XAS d p d, ( ) ,1

1

1

5 2 2
3 2 3μ · Ò+ +| | | |  (4.40)

 
E L H Ln n

INIT LFMd d, ,2

1 1
3 3= · Ò+ +| |  (4.41)

 
E L H Ln n

FINAL LFMp d p d, .2

5 2 5 2
2 3 2 3= · Ò+ +| |  (4.42) 

The two initial states and two fi nal states are coupled by monopole transitions (i.e. 

hybridization). The mixing Hamiltonian is given by HMIX =  ∑ v  
 

  V(Γ)( a dv  
+    a v  +  a v  +   a dv ) .

 
M H LI I

n n
1 2

1
3 3, ,= · Ò+
d dMIX| |  (4.43)

 
M H LF F

n n
1 2

5 1 5 2
2 3 2 3, .= · Ò+ +

p d p dMIX| |  (4.44)

The XAS spectrum is calculated by solving the equations given above. If a 

3dn+2L2 confi guration is included, its term averaged energy is 2Δ + Udd. The formal 

defi nition of Udd is the energy difference obtained when an electron is transferred 

from one metal site to another (i.e. a transition 3dn + 3dn → 3dn+1 + 3dn−1). The 

 number of interactions of two 3dn confi gurations is one more than the number 

of interactions of 3dn+1 + 3dn−1, implying that this energy difference is equal to the 

correlation energy between two 3d electrons.

By analyzing the effects of charge transfer, it is found that, for systems with a 

positive value of Δ, the main effects on the XAS spectral shape are:

 1. Formation of small satellites

 2. Contraction of the multiplet structures

The formation of small satellites or even the absence of visible satellite structures 

is a special feature of XAS spectroscopy. Its origin is the fact that XAS is a neutral 

spectroscopy and the local charge of the fi nal state is equal to the charge of the initial 

state. This implies that there is little screening and therefore few charge-transfer 

 satellites. This feature is essentially the same for the cases with and without the 

 multiplet coupling effect, and has already been explained in detail in Chapter 3.

The contraction of the multiplet structure because of the charge-transfer effect 

can be understood by using the 2 × 2 matrices (which are the same as those used in 

Chapter 3) of the fi nal state Hamiltonian with the basis states of 2p53dn+1 and 2p53dn+2L 

confi gurations. 
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Assume two multiplet states are split by an energy d. They both mix with a 

charge-transfer state that is positioned Δf above the lowest energy multiplet state I. 

As a consequence, the charge-transfer energy of the second multiplet state is Δf − d. 
Assuming that the hybridization V(Γ) is the same for both these two states, the 

energy gain of the bonding combination is:

 
E VB

f
f( ) ( ) ,I = - +

D
D G

2

1

2
4

2  (4.46)
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d

2

1

2
4

2  (4.47)

These trends are made visible in Figure 4.10. One can observe that for zero hopping, 

there is no energy gain. Consider, for example, a hopping of 1.5 eV. Then, the largest 

energy gain for the lowest value of Δf  is observed. The higher lying multiplet states 

have a smaller effective Δf and, consequently, a larger energy gain. As such, their 

energy comes closer to the lowest energy state and the multiplet appears compressed.

4.4.4 SMALL CHARGE-TRANSFER SATELLITES IN 2p XAS

The treatment of charge transfer in this two-state model can explain the observation 

that charge-transfer yields only small satellites. Assume a 3d5 ground state that  couples 
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FIGURE 4.10 The energy gain of the bonding combination of a two-state problem as a 

function of the charge-transfer energy Δ and the hopping V(Γ). (From de Groot, F., Coord. 
Chem. Rev., 249, 31, 2005. With permission from Elsevier Ltd.)
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to a 3d6L state via ligand–metal charge transfer (LMCT) and to a 3d4L state via metal–

ligand charge transfer (MLCT). The only parameters involved in this two-state model 

are Δ and V(Γ). The fi nal state value of Δ for LMCT is given as Δf = Δ + Udd − Udc. In 

general, it is assumed that Udd = Udc − 1 eV, yielding Δf = Δ − 1 eV. However, the maxi-

mum satellite intensity is found for the largest difference between Δ and Δf , so we 

modify the assumption to Udd = Udc − 2 eV, yielding Δf = Δ − 2 eV. In the case of 

MLCT, Δf 2 = Δ − Udd + Udc, because there is one 3d electron less. This yields Δ f 2 = Δ 
+ 2 eV. Looking in more detail, there is an additional effect on the hopping V(Γ). In 

the fi nal state, the core hole has the tendency to localize the 3d states. This implies that 

the hopping to the neighbors will slightly decrease (i.e. tf ≈ 0.9t). This small reduction 

in V(Γ) counteracts the reduction in Δ, at least for the usual case of positive Δ values. 

In the case of LMCT, the reduced hopping slightly enhances the effect of Δf 2.

The numerical results using the 2 × 2 determinant and the rules that Δf = Δ − 2 eV 

with the two options V(Γ)f = V(Γ) and V(Γ)f = 0.9 V(Γ), yield the following: With the 

typical values for eg-hopping in TM oxides of 2 eV, all values of Δ of 4 eV and higher 

yield a maximum satellite of 2%. With Δ ≈ 0, satellite intensity up to 6% is possible. 

It can be concluded that hopping values of 2 eV and higher will never yield signifi -

cant satellites, essentially because the mixing of confi gurations is too strong to cause 

signifi cant variations. Interestingly, lower hopping, for example, the typical t2g 

hopping of 1.0 eV, is able to create a much stronger satellite structure. With Δ = 1 eV, 

satellites are found up to 20% with V(Γ)f = V(Γ) and 22% with V(Γ)f = 0.9 V(Γ), both 

for MLCT and LMCT. Reducing the hopping to V(Γ) = 0.8 with Δ ≈ 0 yields satel-

lites up to 30%. In Chapter 6, we discuss many examples of TM oxides, where in 

almost all cases, only minor charge-transfer satellites are visible. A few cases exist 

for which signifi cant satellite structure is visible, both in experiment and its simula-

tion. Given the boundary conditions above, it can be concluded that “large” satellites 

need a  combination of Δ ≈ 0 and small V(Γ). An example of this situation is the case 

of the iron-cyanides, which have large MLCT satellites (Hocking et al., 2006).

4.4.5 LARGE CHARGE-TRANSFER SATELLITES IN 2p XPS

The treatment of charge transfer in this two-state model can also explain the obser-

vation that charge transfer yields large satellites in 2p XPS. Figure 4.11 shows the 

percentage of the well-screened peak as a function of the hopping. For this curve, we 

have used Δ = 4 eV, but a similar curve is obtained for all values of Δ. In the fi nal 

state of a 2p XPS experiment, the core hole has pulled down the 3d states with the 

core hole potential Udc, which has been set at 8 eV. This yields a fi nal state value of 

the charge-transfer energy as Δf = Δ − Udc = −4 eV. It can be observed that for small 

hopping, all intensity goes to the poorly screened peak at higher energy. Increasing 

the hopping V(Γ) to 2 eV yields two peaks of similar intensity. Stronger hopping 

moves more intensity to the well-screened peak. This phenomenon has also been 

discussed in Chapter 3 in the context of Ce XPS spectra. 

In the case of 2p XPS, it can be concluded that larger hopping yields larger 

charge transfer. Hopping strengths in the order of 2 eV yield two peaks of equivalent 

intensity. These two peaks are the bonding and antibonding combination of the two 

 participating states or, in other words, the well-screened and poorly-screened XPS 

peaks. Note that this behavior is opposite to 2p XAS. In general, 2p XPS has large 
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charge-transfer satellites that are stronger for large hopping. In contrast, 2p XAS has 

small charge-transfer satellites that become even weaker for large hopping.

4.4.5.1 3d0 Compounds

We have seen that the atomic multiplet spectrum of a 3d0 compound has three peaks 

and the LFM spectrum in cubic symmetry has seven peaks. The SrTiO3 spectrum is 

compared with a LFM calculation in Figure 4.12. The general agreement is good, but 

still there are signifi cant charge-transfer effects present. The CTM effects are most 

noticeable in the line broadening and in satellites at higher energy. The LFM calcu-

lation as used in Figure 4.7 uses different broadenings for different peaks.

The CTM calculation uses a three confi guration ground state 3d0 + 3d1L + 3d2L2. 

The three confi guration CTM calculation automatically broadens the peaks at higher 

energy; in particular, the eg peak of the M4 edge, consistent with the experiment. The 

lowest energy peak consists of a single line spectrum, while the others consist of a 

number of lines, resulting in broader peaks. It can be concluded that the hybridiza-

tion effect is important in reproducing the spectral shape, in particular the broaden-

ings. In addition, the charge transfer calculation correctly reproduces the satellites 

between 10 and 20 eV. The energy separation between the main structure and the 

satellites is roughly the same as that in XPS and is essentially given by the energy 

separation between the mixed 2p53d1 and 2p53d2L states in the fi nal state. The 

observed satellite structure consists of two broad peaks, which is consistent with the 

calculations. 

The fi rst CTM calculations for TM 2p XAS of 3d0 systems were made by Okada 

and Kotani (1993) for TiO2, and the result is essentially the same as that depicted in 

the upper panel of Figure 8.68 in Chapter 8. The line spectra clearly shows the broad-

ening (splitting into many lines) of the main peaks by the charge-transfer effect 
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FIGURE 4.11 The percentage of the well-screened peak as a function of the hopping, using 

Δ = 4 eV and Δf = Δ − Udc = −4 eV. 
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except for the strong low-energy peak (indicated by b). The weak satellite structures 

g and h are also in good agreement with those of the experimental result shown in 

Figure 8.70 of Chapter 8. Thus the CTM theory reproduces the satellite intensities 

and their energy positions, though van der Laan (1990) ascribed them to the pola-

ronic satellites. Polaronic satellites contain a transition from the O 2p valence band 

to the Ti 4sp conduction band in addition to the core hole excitation.

4.4.5.2 3d8 Compounds

The 2 × 2 problem in the initial and fi nal state explains the two main effects of 

charge transfer: a compression of the multiplet structure and the existence of only 

small satellites. These two phenomena are visible in the fi gures of Ni2+ and Co2+. 

In the case that the charge transfer is negative, the satellite structures are slightly 

larger because then the fi nal state charge transfer is increased with respect to the ini-

tial state and the balance of the initial and fi nal state is not as good.

Figure 4.13 shows the effect of the charge-transfer energy on divalent nickel. We 

have used the same hopping V(Γ) for the initial and fi nal state and reduced the charge-

transfer energy Δ by 1 eV. In the top spectrum, Δ = 10, and the spectrum is essentially 

the LFM spectrum of a Ni2+ ion in its 3d8 confi guration. The bottom spectrum uses 

Δ = −10 and now the ground state is almost a pure 3d9L confi guration. Looking for 

the trends in Figure 4.13, the increased contraction of the multiplet structure is found 

by going to lower values of Δ. This is exactly what is observed in the series NiF2 to 

NiCl2 and NiBr2. Going from Ni to Cu, the atomic parameters change very little, 

452 462
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(1.5eV)
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L3 L2
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FIGURE 4.12 Titanium 2p x-ray absorption spectrum of SrTiO3, compared with a ligand 

fi eld multiplet calculation. The value of 10 Dq is 1.5 eV. (From de Groot, F.M.F., Figueiredo, 

M.O., Basto, M.J., Abbate, M., Petersen, H., and Fuggle, J.C., Phys. Chem. Miner., 19, 140, 

1992. With kind permission of Springer Science and Business Media.)
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except for the 2p spin–orbit coupling and the 2p binding energy. Therefore, the 

spectra of 3dn systems of different elements are all very similar and the bottom 

 spectrum is also similar to Cu2+ systems. Therefore, one can also use the spectra with 

negative Δ values for Cu3+ compounds. Examples of Cu3+ compounds will be given 

in Section 6.3.9.
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FIGURE 4.13 Series of charge transfer multiplet calculations for the Ni2+ ground state 

3d8 + 3d9L. The top spectrum has a charge-transfer energy of +10 eV. The bottom spectrum 

has a charge-transfer energy of −10 eV and relates to an almost pure 3d9 ground state. (From 

de Groot, F., Coord. Chem. Rev., 249, 31, 2005. With permission from Elsevier Ltd.)
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 5 X-Ray Photoemission 
Spectroscopy

5.1 INTRODUCTION

In Chapter 3, the fundamental aspects of x-ray photoemission spectroscopy (XPS) 

were discussed. Especially, the importance of many-body charge-transfer effects in 

XPS was shown. For 3d XPS of mixed valence Ce compounds and 2p XPS of transi-

tion metal (TM) compounds, the charge-transfer effect causes a characteristic split-

ting of the XPS spectra, which provides us with important information of the 

electronic state. In the analysis of these spectra, the single impurity Anderson model 

(SIAM) or a cluster model without the intra-atomic multiplet effect works as a model 

of the starting approximation, and then the multiplet effect gives some corrections. 

In this chapter, we extend the analysis of XPS given in Chapter 3 to that by the 

charge transfer multiplet (CTM) theory, which includes both the charge transfer and 

multiplet effects, as has been introduced in Chapter 4. First, we give typical results 

of TM 2p XPS analyses for various TM compounds, and discuss a systematic varia-

tion of the charge-transfer energy Δ and the dd Coulomb interaction Udd over the TM 

compounds. Based on the results, two types of insulators, the charge-transfer type 

and Mott–Hubbard type, are introduced. Then, the TM 3s XPS and 3p XPS spectra 

are briefl y discussed.

For rare earth (RE) compounds, we fi rst give a simplifi ed analysis for 3d XPS of 

various oxide systems with the charge-transfer effect, but without the multiplet effect, 

and then perform the full multiplet calculation by the CTM theory. It is also shown that 

the multiplet effect is more important for 4d XPS of RE systems than for 3d XPS.

We also discuss resonant photoemission spectroscopy (RPES), resonant Auger 

electron spectroscopy (RAES), and resonant inverse photoemission spectroscopy 

(RIPES). These resonant spectroscopies are useful in order to take out the contribu-

tion of a specifi c electronic state, for instance the TM 3d or RE 4f state. RAES is also 

useful to reduce the lifetime broadening and to discriminate the overlapping electric 

dipole (ED) and electric quadrupole (EQ) transitions in XAS.

Recently, hard x-ray photoemission spectroscopy (HAXPS) has been used as a 

bulk sensitive probe in core level spectroscopy. HAXPS clearly detects the bulk 

 contribution of XPS in mixed valence Ce compounds and high Tc cuprates, which is 

different from the surface contribution. A combination of HAXPS and RPES is one 

of the more interesting applications in core level spectroscopy. The core hole screen-

ing effect beyond the single cation cluster model or the SIAM is called the “nonlocal 

screening effect,” and the fi rst theoretical and experimental study of the nonlocal 

screening effect was made for the Ni 2p XPS of NiO. The importance of the nonlocal 

screening effect has recently been revealed in the analysis of HAXPS data of high Tc 

cuprates and TM compounds.
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5.2 EXPERIMENTAL ASPECTS

XPS can be described with the three-step model as shown in Appendix A:

 1. Absorption of the x-ray inside the solid.

 2. “Transport” of the excited photoelectron to the surface.

 3. Escape of the photoelectron from the surface.

More detailed accounts of the three-step model have been given by Hüfner (1995). In 

the second step, the electron mean free path that varies between 0.5 and 5 nm in the 

5–5000 eV energy range is important, as shown in Figure 3.1 of Chapter 3. In order to 

get the information on the bulk electronic states, it is necessary to use the photoelectron 

whose mean free path is much larger than the lattice constant, as mentioned in Chapter 3. 

The same statement applies to Auger spectroscopy and, in general, to all experiments 

where an electron in this energy range escapes from the solid. In Section 5.6, hard x-ray 

XPS is discussed. The high energy of the x-rays is used to create higher energy elec-

trons that have larger escape depths and are therefore less surface sensitive.

XPS experiments involve some kind of electron optics to detect the electrons 

that escape from the surface. The most popular device is the hemispherical analyzer, 

which creates a magnetic fi eld between two spheres and, as such, separates the 

kinetic energy of the electrons. The electrons can be detected with a single detector 

or with linear or two-dimensional detectors to yield a single XPS spectrum, a line 

spectrum, or a 2D spectrum, respectively. Parameters that can be mapped are the 

electron energy and its angular variation. In addition, the position from which 

the electron escapes is mapped by using x-ray photoemission electron microscopy 

(X-PEEM) (Scholl et al., 2000).

As a major analytical technique in many research fi elds, XPS binding energy and 

intensity are often the only objects of research interest. The presence of an XPS peak 

signals that the related element is present and the quantifi cation of its intensity can be 

used to determine the relative abundance of the element in the probed area. Combined 

with a variation of the x-ray energy (implying a variation in the electron kinetic 

energy, hence escape depth), it can be used for depth profi ling (Blühm et al., 2004). 

The binding energy is correlated with the valence (including metal against oxide) and 

the position (surface against bulk) of the absorbing atom. This intensity and peak 

position analysis is a powerful and often used application of XPS. Its development by 

Kai Siegbahn resulted in the Nobel prize in 1981. We refer the reader to dedicated 

books and reviews on this topic, for example, the use of XPS in catalysis research by 

Niemantsverdriet (1993). In this book, we are not so much concerned with the energy 

and intensity of the XPS peaks, but with the detail in the XPS spectral shapes.

5.3 XPS OF TM COMPOUNDS

5.3.1 2p XPS

Here, we discuss the analysis of 2p XPS of TM compounds by CTM calculations 

with cluster models, taking into account two confi gurations 3dn and 3dn+1L for Cu2+ 

compounds and three confi gurations, 3dn, 3dn+1L and 3dn+2L2 for other compounds. 
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As shown in Section 4.4.2, the Hamiltonian, which includes the TM 2p core states 

explicitly so that it is applicable to both initial and fi nal states of XPS, is given by
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Here ν denotes the combined indices (Γ, σ), μ is similar indices for the 2p core level 

(so that Γ is replaced by an atomic orbital angular momentum), gdd and gpd represent 

the Coulomb interaction between 3d states and that between 2p and 3d states, respec-

tively, and ζd and ζp are the spin–orbit coupling parameters. It is to be noted that gdd 

and gpd include not only the spherical symmetric components, Udd and Udc, but also 

the multi-pole components, which include the Slater integrals in their explicit forms. 

The Slater integrals, F 2(3d, 3d), F4(3d, 3d), F 2(2p, 3d), G1(2p, 3d), G3(2p, 3d), and 

the spin–orbit coupling parameters ζd and ζp are calculated by an atomic Hartree–

Fock program, and then the Slater integrals are scaled down to 85%. 

The charge-transfer energy Δ is now redefi ned by

 
D ∫ -+E En n

[ ] [ ],3 3
1

d L d  (5.2)

where E[3dn+1L] and E[3dn] represent the confi guration averaged energies of 3dn+1L 

and 3dn, respectively. Then we have the following relations:

 
D + = -+ +U E Edd
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5 2 2 5 1

p d L p d L  (5.5)

For divalent Cu systems such as CuF2, the interatomic confi guration interaction 

(CI) is exactly treated by the two-confi guration calculation with 3d9 and 3d10L states. 

The multiplet coupling effect is also important in the spectral shape of XPS. In 

Figure 5.1, we show experimental results (Nücker et al., 1987; van der Laan et al., 

1981) of the Cu 2p XPS of Cu dihalides, CuF2 and CuCl2, and oxides, CuO and 

La2CuO4. As assigned in Section 3.5.5, the lower and higher binding energy peaks, 

respectively, of XPS in CuF2 correspond to 2p53d10L and 2p53d9 fi nal states, for each 

of the 2p3/2 and 2p1/2 components. This assignment also holds for CuCl2, CuO, and 

La2CuO4. It is important to see that the spectral shape is different for 2p3/2 and 2p1/2 

components, and this can be explained only by taking into account the intra-atomic 
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multiplet coupling effect, because the multiplet effect is different for 2p3/2 and 2p1/2 

core holes. Furthermore, it is interesting to see that the spectral shape of the 2p53d9 

confi guration (higher binding energy feature) of the 2p3/2 component depends 

strongly on the material.

The CTM calculations of XPS spectra are made with a CuX6 cluster model (X = 

F, Cl, and O), as well as with the SIAM (Okada and Kotani, 1989a, b). An example 

is shown in Figure 5.2, where the cluster model calculation is made with fi xed 

parameter values of Δ = 2.0 eV and Udc = 8.0 eV, but by changing the hybridization 

strength V(b1g). Since the symmetry around the Cu site is D4h, the irreducible rep-

resentation Γ = b1g, a1g, b2g, and eg. For the relation between V(Γ), it is assumed that 

V(a1g) = V(b1g)/√3, V(b2g) = V(eg)/√2, and V(b2g) = V(b1g)/2. It is seen that the spec-

tral shape is different for 2p3/2 and 2p1/2 components, and especially that the spec-

tral shape of the 2p53d9 (2p3/2) component depends strongly on the hybridization 

strength. The result for V(b1g) = 2.0 eV is in good agreement with the experiment 

for La2CuO4. Furthermore, the spectral shape of the 2p53d9 (2p3/2) component is 

similar to that of CuCl2 for V(b1g) = 1.5 eV, CuO for V(b1g) = 2.0 eV and CuF2 for 
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FIGURE 5.1 Experimental results of the Cu 2p XPS in CuCl2, CuF2, CuO, and La2CuO4. 

(From Okada, K., and Kotani, A. J. Phys. Soc. Jpn., 58, 2578, 1989b. With permission.)
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V(b1g) = 3.0 eV, which suggests that the hybridization strength changes in this order 

for these materials although the value Δ is also different from 2.0 eV for them. 

The above calculations are made with the cluster model, but the extension to the 

SIAM is also made for La2CuO4 where the dependence of the hybridization V(Γ, ε) 

on the symmetry Γ and the energy ε (in the O 2p band) is taken into account (Okada 

and Kotani, 1989b). The solid curve in the inset of Figure 5.2 is the result calculated 

by using V(Γ, ε) obtained from the ab initio LDA calculation by McMahan et al. 

(1988), but it does not agree with the experimental result. Then, a similar calculation 

is made by only reducing the value of V(Γ, ε) by the factors of 0.8 and 0.6 in the 

 initial and fi nal states of XPS, respectively, as shown with the dashed curve in the 

inset, which is in good agreement with the experimental result as well as the calcu-

lated result with V(b1g) = 2.0 eV in Figure 5.2.

Next, we consider Ni and Co compounds. As we have seen in Chapter 3, the Ni 

2p XPS of NiF2 shows two peaks for each of the 2p1/2 and 2p3/2 core levels. For those 

of NiCl2 and NiBr2, three peaks are exhibited as shown with dots (upper panel) in 

Figure 5.3. The data for the Ni dihalides and NiO were measured by Zaanen et al. 

(1986) and Bocquet et al. (1992a), respectively. In order to analyze these spectra, it 

is necessary to take into account the three confi gurations 3d8, 3d9L, and 3d10L2. In 

Figure 5.3, the spectral shape for the 2p3/2 core level is different from that of 2p1/2, 

as in the case of cuprates. Furthermore, there is a difference in their intensity ratio 

from the statistical one. Similar experimental data for CoF2-CoO are shown with 

dots (upper panel) in Figure 5.4 and were taken from Okusawa (1984), Vaal and 

Paulikas (1985) and Kim (1975). Experimental measurements for Ni and Co com-

pounds were also made by Park et al. (1988) and Lee and Oh (1991).

FIGURE 5.2 Cu 2p XPS spectra calculated with a cluster model for various values of V(big) 

and a fi xed value of Δ = 2 eV. In the inset, the solid curve is the Cu 2p XPS spectrum of 

La2CuO4 calculated with the SIAM using the hybridization obtained by McMahan et al. (1988), 

and the dotted one is that obtained by reducing the hybridization strength. (From Okada, K., 

and Kotani, A., J. Phys. Soc. Jpn., 58, 2578, 1989b. With permission.)
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In the following, we show the analysis of the 2p XPS for Ni2+ and Co2+ com-

pounds by Kotani and Okada (1993), taking into account three confi gurations by 

CTM calculations with Oh symmetric NiX6 and CoX6 clusters. The irreducible rep-

resentation Γ is t2g and eg, and for hybridization strength the empirical relation V(eg)/

V(t2g) = −2.0 is used. 

In Figure 5.3a–d and Figure 5.4a–d, we show the  calculated Ni and Co 2p XPS 

spectra, respectively, for Ni and Co dihalides and monoxides (Okada et al., 1992; 

Kotani and Okada, 1993). The parameter values used are listed in Table 5.1. The 

Ni 2p XPS of Ni dihalides show, for NiF2, a two-peak structure for each of the 2p3/2 

and 2p1/2 core levels, but a three-peak structure for NiCl2 and NiBr2. The peak 

assignment is, in the order of increasing binding energy, the 3d9L and 3d8 fi nal 

states for NiF2 (see Chapter 3), and 3d9L, 3d10L2 and 3d8 fi nal states for NiCl2 and 

NiBr2. In going from NiCl2 to NiBr2, the effect of the 3d10L2 confi guration becomes 

increasingly important since the value of Δ decreases corresponding to the 

FIGURE 5.4 Theoretical (lower panel) and experimental (upper panel) results of the Co 2p XPS 

for Co dihalides and Co monoxide. (From Kotani, A., and Okada, K., Recent Advances in 
Magnetism of Transition Metal Compounds, World Scientifi c, Singapore, 1993. Reprinted with 

permission from World Scientifi c Publishing Ltd.)

FIGURE 5.3 Theoretical (lower panel) and experimental (upper panel) results of the Ni 2p 

XPS for the Ni dihalides NiF2, NiCl2 and NiBr2, and Ni monoxide. (From Kotani, A., and 

Okada, K., Recent Advances in Magnetism of Transition Metal Compounds, World Scientifi c, 

Singapore, 1993. Reprinted with permission from World Scientifi c Publishing Ltd.)
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decrease of the electronegativity of the halogen ion. This peak assignment was fi rst 

given by Zaanen et al. (1986) from their  calculation without the multiplet effect. 

Even for NiF2, the effect of the 3d10L2 confi guration is important in renormalizing 
Δ and Udc. Comparing Table 3.2 of Chapter 3 and the present Table 5.1, we note 

that the estimated values of Δ and Udc decrease by 4.1 eV and 2.9 eV, respectively, 

by taking into account the 3d10L2 confi guration. This renormalization is partly due 

to the effect of the 3d10L2 confi guration and partly due to the effect of the multiplet 

coupling. The effect of multiplet coupling on the value of Δ is discussed in Section 

5.3.4. Another important effect of the multiplet coupling is to cause the difference 

in the 2p3/2 and 2p1/2 spectral shapes, which are clearly seen in both experimental 

and theoretical results for NiCl2 and NiBr2. For NiO, the characteristic feature of 

the observed 2p XPS is similar to NiF2 or NiCl2, and the estimated parameter 

 values for NiO are in between those for NiF2 and NiCl2. 

In the case of CoF2, the two peaks are the 3d8L and 3d7 fi nal states in the order 

of increasing binding energy, though in the 2p3/2 XPS, the broadening of the spec-

trum due to the multiplet splitting is so marked that the satellite structure is almost a 

shoulder structure of the main peak. The main peaks in CoCl2 to CoBr2 are ascribed 

to the 3d8L fi nal states and the satellite structure is a mixture of the 3d7 and 3d9L2 

fi nal states. In particular, the multiplet splitting of the 3d7 states in the 2p3/2 spectrum 

is so remarkable that its higher binding energy end almost reaches the 2p1/2 spec-

trum. If we remove the multiplet splitting, the energy of the 3d9L2 state is lower than 

the 3d7 state. Apart from this strong multiplet effect of the 3d7 fi nal state of Co 

dihalides, the difference in the spectral features between Co and Ni comes mainly 

from the increase in Δ from Ni to Co dihalides. The value of Δ for CoO is estimated 

to be in between CoF2 and CoCl2, as in the case of NiO.

In Figure 5.5, we show the experimental (circles) and calculated (solid line) 

results of the Mn 2p XPS of MnO and MnF2. The calculations were made by Taguchi 

et al. (1997). The parameter values used are Δ = 8.0 eV, Udd = 6.8 eV, and V(eg) = 

1.8 eV for MnO, and Δ = 9.5 eV, Udd = 7.2 eV, and V(eg) = 2.0 eV for MnF2. 

TABLE 5.1
Parameter Values in the Calculation of the 2p XPS for Ni and Co Dihalides 
and Monoxides (in Units of eV), Taking into Account Three Confi gurations 
and the Full Multiplet Coupling. The Average 3d Electron Number nd 
in the Ground State Is Also Shown

Δ V(eg) Udd Udc nd

NiF2 4.3 2.0 7.3 7.5 8.17

NiCl2 1.3 1.7 7.3 7.5 8.31

NiBr2 0.3 1.4 7.3 7.5 8.37

NiO 2.0 2.0 7.3 7.5 8.30

CoF2 5.0 2.0 7.0 7.0 7.14

CoCl2 2.0 1.7 7.0 7.0 7.24

CoBr2 1.0 1.4 7.0 7.0 7.27

CoO 2.5 2.0 7.0 7.0 7.26
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5.3.2 ZAANEN–SAWATZKY–ALLEN DIAGRAM

From the systematic analysis of TM 2p XPS for many TM compounds, we can esti-

mate the value of the key parameters Δ, Udd, V(Γ), and so on. The estimated values 

are somewhat different, depending on the model of the analysis (the cluster model 

or the SIAM, the full multiplet calculation or the calculation without the multiplet 

effect), but the systematic trend of their variation is recognized with respect to the 

change of the TM element and also the anion element. On the basis of such an 

 analysis, Zaanen et al. (1985) pointed out that there are two categories in insulating 

TM compounds. When Udd < Δ, the insulating energy gap Eg is determined by Udd 

(i.e. Eg ≈ Udd) corresponding to the fl uctuation

 
3d 3d d 3di

n
j
n n

j
n¨ Ææ - +

3
1 1

i ,  (5.6)

where i and j label TM sites. A site with a confi guration 3dn has a correlation energy 

given by the total number of electron pairs 1/2n(n – 1). This implies that the energy 

involved with the 3dn3dn to 3dn−13dn+1 transition is given as [1/2(n – 1)(n – 2)] + 

[1/2(n + 1)(n)] − [n(n – 1)] times Udd. Working out the arithmetic yields exactly one 

times Udd. This is the well-known “Mott–Hubbard type insulator.” When Udd > Δ, on 

the other hand, the charge-transfer energy Δ, which corresponds to the fl uctuation

 
3d d Lj

n
j
n¨ Ææ +

3
1

 
(5.7)

FIGURE 5.5 Theoretical (solid curve) and experimental (circles) results of the Mn 2p XPS 

spectra for (a) MnO and (b) MnF2. (From Taguchi, M., Uozumi, T., and Kotani, A., J. Phys. 
Soc. Jpn., 66, 247, 1997. With permission.)
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determines the smallest energy gap Eg (i.e. Eg ≈ Δ). This is a new class of insulator called 

“charge-transfer type insulators.” Figure 5.6 shows the so-called Zaanen–Sawatzky–Allen 

diagram representing the two types of insulators in the two dimensional (Δ, Udd). 

Figure 5.7 illustrates schematically the two types of charge excitations. The 

closed and open circles represent the TM ions and anions, respectively. We consider, 

for simplicity, the limit of vanishing electron hopping between ions (ionic limit). 

Then, the energy of the charge transfer excitation from an anion p state to a TM d 

state (left of Figure 5.7) is given by Δ, while that of the Mott–Hubbard type 

excitation from a TM d to another TM d state (right of Figure 5.7) is given by Udd.

Then we introduce a fi nite energy bandwidth W for the anion p band and w for 

the TM d band. The total energy level diagram of the two types of excitations are 

dn dn dn dn dn dn

d
n
id

n
i d

n
jd j

n+1
L di dj

n–1 n+1

FIGURE 5.7 Schematic illustration of an ionic lattice consisting of TM ions (closed circles) 

and anions (open circles). The charge-transfer fl uctuation (left) and the Mott–Hubbard charge 

fl uctuation (right) are indicated. (From Zaanen, J., and Sawatzky, G.A., Can. J. Phys., 65, 

1262, 1987. With permission from NRC Research Press.) 

FIGURE 5.6 The Zaanen–Sawatzky–Allen diagram. (From Zaanen, J., and Sawatzky, G.A., 

Can. J. Phys., 65, 1262, 1987. With permission from NRC Research Press.)
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shown in Figure 5.8. Now the lowest charge transfer excitation energy is decreased 

from Δ to Δ − (W + w)/2, and the lowest Mott–Hubbard excitation energy from Udd 

to Udd – w. Therefore, if the value Udd decreases in the Mott–Hubbard type insulator, 

the system changes into a metallic phase (d type metal) for Udd < w. This type of 

metal–insulator transition is well known as the Mott–Hubbard transition. If Δ 

decreases in the charge-transfer type insulators, on the other hand, the system under-

goes the phase transition to the metallic phase (p type metal) for Δ < (W + w)/2. The 

phase boundaries of these metal–insulator transitions are also shown in Figure 5.6.

A general consensus has so far been obtained that the late TM oxides, CuO, NiO, 

CoO, are the charge-transfer type insulators. High Tc superconductors are obtained 

by doping carriers in charge-transfer type insulators containing the CuO2 plane. 

With the decrease in the atomic number of TM elements, Δ is increased and Udd 

is decreased. Therefore, near the middle of the TM oxide series, for MnO for 

example, Δ is comparable with Udd, and the system is considered to be in the inter-

mediate regime between the charge-transfer and Mott–Hubbard type insulators. 

As an example, the values of Δ and Udd for various TM compounds are shown in 

Figure 5.9, which is based on the data collected by Bocquet et al. (1992a,b, 1996) 

from the  analysis of TM 2p XPS.

5.3.3 2p XPS IN EARLY TM SYSTEMS

If we extrapolate the trend of Δ and Udd in late TM oxides to those in early ones, it 

is expected that most of early TM oxides belong to the Mott–Hubbard regime. The 

early TM compounds, Ti2O3, V2O3, and Cr2O3 were considered to be typical materi-

als of the Mott–Hubbard regime. However, according to the analysis of the TM 2p 

XPS of these compounds with the cluster model by Bocquet et al. (1996) and 

FIGURE 5.8 Total energy level diagram corresponding to a ground state and two types of 

excitations in TM compounds. (From Zaanen, J., and Sawatzky, G.A., Can. J. Phys., 65, 1262, 

1987. With permission from NRC Research Press.)
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Uozumi et al. (1997), the estimated Δ and Udd have been found to be comparable for 

early TM sesquioxides, from Ti2O3 to Mn2O3. In Figure 5.10, we show the experi-

mental (dots) and calculated (solid line) results (Uozumi et al., 1997) of the TM 2p 

XPS of Ti2O3, Cr2O3, Mn2O3, and Fe2O3. The values of Δ, Udd, and Veff estimated 

from this analysis are shown in Figure 5.11. It can be seen that the values of Δ and 

Udd are comparable for Ti2O3, V2O3, Cr2O3, and Mn2O3. Furthermore, for these 

compounds, the effect of the covalent hybridization is very strong and the value of 

Veff is also comparable with Δ and Udd. For Fe2O3, on the other hand, Udd is consider-

ably larger than Δ and Veff, so that Fe2O3 is classifi ed as being a charge-transfer type 

insulator. A series of vanadium oxide 2p XPS spectra has also been measured by 

Demeter et al. (2000).

Before closing this subsection, an analysis is given of the Ti 2p XPS of TiO2 

(rutile). The Ti ion in the ground state of TiO2 is tetravalent, but actually the 3d0, 3d1L, 

and 3d2L2 confi gurations are mixed by a strong covalent hybridization. The experi-

mental result of Ti 2p XPS (Sen et al., 1976) is shown in Figure 5.12a. The main 

structure of XPS consists of a pair separated by the Ti 2p spin–orbit  splitting (about 

6 eV), each of which is accompanied by a satellite about 13 eV above the main peak.

The calculation of Ti 2p XPS was made by Okada and Kotani (1993) with the 

TiO6  cluster model, and the result is shown in Figure 5.12b. The symmetry of 

FIGURE 5.9 The Zaanen–Sawatzky–Allen diagram, where TM ions in divalent oxides are 

indicated with circles, trivalent oxides with triangles, and tetravalent oxides with squares. Udd 

and Δ are normalized by the effective hybridization strength Veff. (Reprinted with permission 

from Bocquet, A.E., Saitoh, T., Mizokawa, T., and Fujimori, A. Solid State Commun., 83, 11, 

1992b. Copyright 1992 by the American Physical Society.)
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FIGURE 5.11 Systematic variation of Δ, Udd, and Veff for (TM)2O3 systems with TM = Ti, 

V, Cr, Mn, and Fe. (From Uozumi, T., et al., J. Electron Spectrosc. Relat. Phenom., 83, 9, 

1997. With permission from Elsevier Ltd.)

FIGURE 5.10 Theoretical (solid curve) and experimental (circles) results of 2p XPS spectra 

for, from top to bottom, Ti2O3, Cr2O3, Mn2O3, and Fe2O3. (From Uozumi, T., et al., J. Electron 
Spectrosc. Relat. Phenom., 83, 9, 1997. With permission from Elsevier Ltd.)
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the cluster is approximated as Oh, because the distortion from Oh is too small to 

be refl ected clearly in the 2p XPS. The parameter values are: Δ = 2.98 eV, V(eg) = 

−2V(t2g) = 3.0 eV, Udd = 4.0 eV, Udc = 6.0 eV, and 10 Dq = 1.7 eV. With these para-

meters, the ground state consists of 3d0 (39.5%), 3d1L (48.2%), and 3d2L2 (12.3%) 

states. The main peak and the satellite correspond mainly to the bonding and anti-

bonding fi nal states between the 2p53d0 and 2p53d1L confi gurations. The multiplet 

effect is small, but it is refl ected in the broadening of the 2p1/2 main peak, which is 

much broader than the 2p3/2 main peak. Since the 2p53d0 fi nal state has no multiplet 

effect (except for the spin–orbit splitting of the 2p state), the spectral broadening 

vanishes in the 2p XPS of free Ti4+ ion, as shown in Figure 5.12c.

In Figure 5.13, we show the Udc dependence of Ti 2p XPS, where Figure 5.13c is 

the same as Figure 5.12b. We fi nd that the satellite intensity depends strongly on Udc. 

For Udc = 0, we have no satellite; for Udc = 3.0 eV, the satellite intensity is smaller than 

that of the experimental result. On the other hand, the energy separation between the 

main peak and the satellite is not very sensitive to Udc, as seen from the comparison 

of Figure 5.13b and c. These results are well understood from the simplifi ed model 

given in Chapter 3. The effective hybridization Veff in TiO2 is given by

 
V V Veff 2g gt e= +6 4

2 2
( ) ( ) ,  (5.8)

FIGURE 5.12 (a) Experimental and (b) theoretical results of the Ti 2p XPS spectra for TiO2. 

The theoretical result for a Ti4+ ion is shown in (c) for comparison. (From Okada, K., and 

Kotani, A., J. Electron Spectrosc. Relat. Phenom., 62, 131, 1993. With permission from 

Elsevier Ltd.)
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which is about 7.0 eV. Therefore, the energy separation between the main peak and 

the satellite, which is given by 

 
d E E E U VB dc= - = - ++ - ( ) ,D 2 2

4 eff
 (5.9)

is almost equal to 2Veff ≈ 14 eV. Furthermore, the relative intensity of the satellite and 

the main peak, which is given by

 

I

I
+

-

= -tan ( ),
2

0q q  (5.10)

is 0 for Udc = 0 (because q = q0) and increases monotonically with increasing Udc.

5.3.4 EFFECT OF MULTIPLET COUPLING ON Δ AND Udd

In the CTM theory, Δ and Udd are defi ned by confi guration averaged quantities (i.e. the 

quantities averaged over multiplet terms within each confi guration) as expressed by 

Equations 5.2 and 5.3. In order to discuss the low-energy characters of TM compounds, 

it might be more convenient to defi ne the charge-transfer energy and dd Coulomb 

energy using the lowest multiplet of each confi guration as shown in Figure 5.14, because 

FIGURE 5.13 Udc dependence of the Ti 2p XPS spectra; (c) is the same as Figure. 5.12b. 

(From Okada, K., and Kotani, A. J. Electron Spectrosc. Relat. Phenom., 62, 131, 1993. With 

permission from Elsevier Ltd.)
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the lowest multiplet states contribute more signifi cantly to the ground state and the 

low-energy excitations. This was proposed by Fujimori et al. (1993), and they defi ned 

the effective charge-transfer and Coulomb energies, Δeff and (Udd )eff, by

 
D D D Deff = + - +E En n 1, (5.11)

 
( ) ,U U E E Edd dd n n neff = + - -- +2 1 1D D D  (5.12)

where ΔEn is the multiplet correction of the energy of the 3dn confi guration (Figure 5.14). 

If the multiplet effect is disregarded, the boundary between the charge-transfer 

type insulator and the Mott–Hubbard type insulator is given by Δ = Udd. With the 

multiplet effect, it is better defi ned by Δeff = Ueff where we simply describe (Udd)eff 

as Ueff. In Figure 5.15, the multiplet corrections Δeff − Δ, Ueff – U, and (Ueff – Δeff ) – 

(U − Δ) are shown for high-spin TM compounds as a function of the 3d electron 

number n (Fujimori et al., 1993). From this fi gure, it is seen, for instance, that the 

multiplet effect makes the charge-transfer energy larger for n ≥ 5 (except for n = 9) 

but smaller for n ≤ 4. Therefore, the charge-transfer character of Ni compounds, for 

instance, is to some extent weakened by the multiplet effect although most of the Ni 
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FIGURE 5.14 Multiplet correction of each confi guration to defi ne the effective charge- 

transfer energy and the effective Coulomb energy. (From Fujimori, A., Bocquet, A.E., 

Saitoh, T., and Mizokawa, T., J. Electron Spectrosc. Relat. Phenom., 62, 141, 1993. With per-

mission from Elsevier Ltd.)
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compounds are well established to be of the charge-transfer type. This multiplet 

effect also explains, at least partly, the reason why the charge-transfer energies of 

NiF2 and CoF2 in Table 5.1 are smaller than those in Table 3.2 of Chapter 3. For these 

compounds, Δ is smaller than Δeff. If we analyze experimental TM 2p XPS spectra 

of these materials without taking into account the multiplet effect as done in Chapter 

3, the estimated Δ would be closer to Δeff than Δ because the real charge transfer is 

made more effectively at the energy Δeff than at Δ. 

The term averaged values Δ and Udd are known to change smoothly as a function 

of n, but the effective values Δeff and Ueff are not smooth around n = 5 because of the 

multiplet corrections Δeff − Δ and Ueff – U as seen from Figure 5.15. Figure 5.16 shows 

the difference between Udd and Ueff. Fujimori et al. (1993) also displayed Δeff and 

Ueff of various TM compounds with respect to the 3d electron number n, as shown in 

Figure 5.17, which also gives us interesting information on the behavior of Δeff and Ueff 

with the change of the TM valence number and the species of the anion.

5.3.5 3S XPS

The 3s XPS spectra are calculated in an equivalent manner to 2p XPS spectra, 

that is, by the CTM calculations with the SIAM or cluster model. All ground state 
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FIGURE 5.15 Multiplet corrections Δeff − Δ, (Udd)eff – Udd and ((Udd)eff – Δeff ) – (Udd − Δ) for 

high-spin TM compounds as a function of 3d electron number n. Udd and (Udd)eff are indicated 

simply as U and Ueff. (From Fujimori, A., Bocquet, A.E., Saitoh, T., and Misokawa, T., 

J. Electron Spectrosc. Relat. Phenom., 62, 141, 1993. With permission from Elsevier Ltd.)
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FIGURE 5.16 The trend in the value of Udd (dots) and (Udd)eff (line) for divalent ions. The 

gray band gives an indication of the variations in Udd for different compounds.

FIGURE 5.17 Effective charge-transfer energy Δeff (left) and effective dd Coulomb energy 

(Udd)eff indicated as Ueff (right) displayed with respect to the 3d electron number n. (From 

Fujimori, A., Bocquet, A.E., Saitoh, and Mizokawa, T., J. Electron Spectrosc. Relat. Phenom., 

62, 141, 1993. With permission from Elsevier Ltd.)
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FIGURE 5.18 The 3s XPS spectrum of a Mn atom analyzed with the inclusion of the 3s3d 

exchange and the 3s3d-3p3p CI channel. (From Okada, K., and Kotani, A., J. Phys. Soc. Jpn., 

61, 4619, 1992a. With permission.)

 parameters are identical and the core hole potential of the 3s core hole is also 

(assumed to be) equal to the 2p core hole. The differences in the fi nal state between 

the 2p core hole and the 3s core hole are (i) the presence of spin–orbit coupling for a 

2p core hole, (ii) different multiplet interactions with the 3d-electrons where the 3s 

core hole has only an exchange interaction, (iii) differences in the lifetime broaden-

ings, and (iv) the presence of a strong interaction channel for 3s core holes.

The analysis of 3s XPS is essentially based on the work of the paper “prediction 

of new multiplet structure in photoemission experiments” (Bagus et al., 1973). Bagus 

et al. analyzed the 3s XPS spectrum of Mn2+ ions in detail. The 3d5 ground state of an 

Mn2+ ion is 6S and the 3s XPS transition creates 3s13d5 fi nal states with 7S and 5S sym-

metry, respectively. Within this model, the energy splitting between 7S and 5S is given 

as 6/5 G2(3s, 3d) and the intensity ratio 7 : 5. The 3s core hole is special due to the pres-

ence of a strong confi guration interaction (CI) channel between the 3s3d and 3p3p core 

holes because the energy of the 3s13d5 (5S) confi guration is rather close to that of the 

3p43d6 (5S) confi guration and they are coupled by the Coulomb interaction (intra-

atomic CI). The coupling of 3s13d5 with 3p43d6 creates satellite structures, thereby also 

modifying the 7S : 5S intensity ratio and peak distance. Figure 5.18 shows the graphical 

result of such a calculation, taken from the paper of Okada and Kotani (1992a). 

From right to left, the 7S peak, the main 5S peak and two 5S satellites are observed.

Okada and Kotani extended this analysis to the 3s XPS spectrum of MnO. In 

 addition to the 3s3d exchange interaction and the 3s3d-3p3p CI channel, they added 

the usual charge-transfer channel coupling the 3s13d5 fi nal state to 3s13d6L. The 

addition of the charge-transfer effect created additional structures in the satellite 

region, as can be seen in Figure 5.19. Okada and Kotani analyzed all 3s XPS spectra 
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of the Mn, Fe, Co, and Ni halides. Experimental data included that of van Acker 

et al. (1988), Oh et al. (1992), and Gweon et al. (1993). The difference between Ni and 

Mn is that the 3s3d-3p3p CI channel gets weaker in going from Mn to Ni because the 

energy difference between the two confi gurations increases. The 3p4 CI satellites are 

found between 25 and 45 eV above the main peak and they are, in general, not 

observed in published experimental spectra. Figure 5.20 shows the comparison of 

the main part of the 3s XPS spectrum with the CTM calculation. The three peaks in 

the 3s XPS spectrum of NiCl2 are caused by the fi nal state interplay of the 3s13d8, 

3s13d9L, and 3s13d10L2 fi nal states, in combination with the 3s3d exchange of the 

3s13d8 and 3s13d9L states. From right to left, the sequence of the ionic fi nal states for 

NiCl2 and NiF2 are given as:

 NiCl2: 3d9(↑) > 3d10 ∼ 3d9(↓) > 3d8(↑) > 3d8(↓), (5.13)

 NiF2: 3d9(↑) > 3d8(↑) > 3d9(↓) > 3d10 ∼ 3d8(↓). (5.14)

It is observed that the ordering of the states changes from NiCl2 to NiF2 despite 

their rather similar spectral shape (Okada et al., 1992). The ionic state diagrams of 

3s XPS are equivalent to those of 2p XPS. The absence of 2p spin–orbit coupling 

and the simpler 3s3d exchange versus 2p3d multiplets make the 3s XPS spectrum 

appear simpler in experimental spectra. However, as discussed previously, 

this does not imply that the approximation can be used that is observed in the 

3s3d exchange splitting. The charge-transfer effects and also the 3s3d-3p3p CI 

channel modify the spectral shape to such a large extent that a complete CTM 

analysis is necessary.

FIGURE 5.19 The 3s XPS spectrum of MnO analyzed with the inclusion of the 3s3d 

exchange, the 3s3d-3p3p CI channel and ligand-to-metal charge transfer. (From Okada, K., 

and Kotani, A., J. Phys. Soc. Jpn., 61, 4619, 1992a. With permission.) 
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5.3.6 3p XPS

The 3p XPS spectra of NiO and NiCl2 within the SIAM was fi rst analyzed by Fujimori 

et al. (1984) and Fujimori and Minami (1984). Apart from a difference in the 2p 

 versus 3p core hole, 3p XPS is essentially the same as 2p XPS. The theoretical 

 calculations of 2p XPS and 3p XPS are identical with only some of the interaction 

para meters being different. This can still create quite different spectral shapes. The 

differences are:

 1. The 2p core hole spin–orbit coupling is much larger than the 3p spin–orbit 

coupling.

 2. The 2p3d multiplet interactions are smaller than the 3p3d multiplet 

interactions.

 3. The 2p lifetime broadening is essentially constant over the spectrum, where 

the 3p lifetime broadening varies over the spectrum.

In fi rst approximation, one can say that while 2p XPS shows the combination of 

2p spin–orbit and charge transfer, 3p XPS shows the combination of 3p3d multiplet 

splitting and charge transfer.

Uozumi et al. (1997) compared the 2p XPS, 3s XPS, and 3p XPS spectra of 

Cr2O3, as given in Figure 5.21. The 2p XPS spectrum (top) shows the 2p spin–orbit 

splitting between the 2p3/2 and 2p1/2 peaks and, at a higher binding energy, a small 

charge-transfer satellite. The 3p XPS spectrum (middle) shows a main peak followed 

by a mixture of multiplet effects and charge-transfer effects. The 3s XPS spectrum 

(bottom) shows the effect of the 3s3d exchange followed by satellites due to charge 

transfer and CI. It has been pointed out by Uozumi et al. (1997) that these XPS spec-

tra are not very sensitive to precise crystal fi eld splitting because of the experimental 

broadening. This indicates an important difference of 2p XAS that is very sensitive 

to crystal fi eld effects. In 2p XAS, the higher experimental resolution and much 

FIGURE 5.20 The 3s XPS spectrum of NiCl2 analyzed with the inclusion of the 3s3d 

exchange, the 3s3d-3p3p CI channel and ligand-to-metal charge transfer. (From Okada, K., 

and Kotani, A., J. Phys. Soc. Jpn., 61, 4619, 1992a. With permission.)
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smaller charge-transfer effects create a far better situation to study crystal fi eld 

effects, as will be discussed in detail in Chapter 6.

5.4 XPS OF RE COMPOUNDS

5.4.1 SIMPLIFIED ANALYSIS FOR RE OXIDES

Most RE elements form stable sesquioxides with trivalent RE ions, which are insula-

tors. A systematic analysis of the RE 3d XPS of a RE sesquioxide series from La2O3 to 

Yb2O3 has been made by Ikeda et al. (1990) and others (Kotani et al., 1987a; Nakano 

et al., 1987), with the use of the SIAM without the multiplet coupling effect, where the 

three confi gurations 4fn, 4fn+1L, and 4f n+2L2 are taken into account. The calculation is 

an almost straightforward extension from that for CeO2 (n = 0) in Chapter 3 to the case 

of fi nite value of n. In the limit of N = 1, the Hamiltonian matrix is given by
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 (5.15)

FIGURE 5.21 From top to bottom, the Cr 2p XPS, Cr 3p XPS, and Cr 3s XPS of Cr2O3 are 

given. (From Uozumi, T., et al., J. Electron Spectrosc. Relat. Phenom., 83, 9, 1997. With 

 permission from Elsevier Ltd.)
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where ν1 – νn are taken arbitrarily, and the value of n is 0, 1, 2, . . . , 13 for RE = La, Ce, 

Pr, . . . , Yb. The state | A 〉 is the same as that given by Equation 3.108 of Chapter 3. 

The results are shown in Figure 5.22 where the solid curve is the calculated result and 

the dashed one is the experimental data for the RE 3d5/2 XPS. The chain curve is the 

background contribution in the calculated spectra and obtained by the expression

 

B E C F E EB B B

EB

( ) ( )=
-•
Ú ¢ ¢d

 

(5.19)

with an adjustable constant C. In this calculation, the value N is taken to be suffi -

ciently large so that the calculated spectra converge well. The Hamiltonian matrix 

and the basis states for fi nite N are easily obtained by extending those for N = 1, but 

these expressions are omitted here. The parameters used in these calculations are Δ, 
Δf, Vff, Ueff, W, and Γ, where Δ, Δf , and Veff are defi ned by

 
D ∫ - +e ef v ffnU0

,  (5.20)

 
D Df fcU∫ - ,  (5.21)

 
V N n Vfeff = - ,  (5.22)

and these parameter values are listed in Table 5.2.

As seen from Table 5.2, the value of Δ in (RE)2O3 decreases monotonically from 

La to Eu, jumps up at Gd, and decreases again from Gd to Yb. The jump at Gd is 

interpreted to be due to the cost of the exchange interaction energy when transferring 

from a 4f 7 to a 4f 8L confi guration. The value of the effective hybridization Veff 

decreases almost monotonically with increasing n. This is partly due to the decrease 

in V and partly due to the decrease in the prefactor  √ 
______

 Nf − n  . The decrease in V is 

caused by the lanthanoid contraction of the 4f wave function with n.

The splitting of the 3d XPS in La2O3-Nd2O3 and that in Eu2O3 and Yb2O3 are 

explained by two different mechanisms. For La2O3-Nd2O3, Δ is much larger than Veff 

and so the ground state is in the almost pure 4fn confi guration. In contrast, | Δf | is 

comparable with Veff, so that 3d94fn and 3d94fn+1L confi gurations are mixed in the fi nal 

state of XPS. The two peaks of 3d XPS correspond to the bonding and antibonding 
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FIGURE 5.22 Theoretical (solid curve) and experimental (dashed curve) results of the 3d 

XPS for (a) La2O3, (b) Ce2O3, (c) Pr2O3, (d) Nd2O3, (e) Sm2O3, (f) Eu2O3, (g) Gd2O3, and 

(h) Yb2O3. The background contribution is shown with the chain curve. (From Kotani, A., and 

Ogasawara, H., J. Electron Spectrosc. Relat. Phenom., 60, 257, 1992. With permission from 

Elsevier Ltd.)
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states between 3d94fn and 3d94fn+1L confi gurations. In the case of La2O3, the value of 

Δf is almost vanishes, so that the 3d94f 0 and 3d94f1L confi gurations are mixed very 

strongly in the fi nal state, resulting in the XPS peaks with comparable intensities, as 

seen in Figure 5.22a. In going from La2O3 to Nd2O3, the fi nal state mixing becomes 

weaker because | Δf | increases and Veff decreases. As a result, the relative intensity of 

the lower binding-energy peak becomes smaller because the fi nal state of this peak has 

the increasingly larger weight of the 3d94fn+1L confi guration, which is not connected 

with the ground state. For Sm2O3, the intensity of the lower energy peak almost van-

ishes. In the case of Gd2O3, the value of Δf is small, similar to the case in La2O3-Nd2O3, 

but the 3d XPS of Gd2O3 has only one peak. Because the value of Veff is smaller than 

that in La2O3-Nd2O3, the energy separation between the bonding and antibonding 

states of 3d94f 7 and 3d94f 8L confi gurations in the fi nal state is small, so that they are 

not resolved as two peaks, as shown in Figure 5.22g.

For Eu2O3 and Yb2O3, | Δf | is much larger than Veff, but Δ is not as large as | Δf | 
and the effect of Veff is not negligible in the ground state. Therefore, the ground state 

is a mixed state between 4fn and 4fn+1L confi gurations, although the mixing is not 

very large: the weight of the 4fn+1L confi guration is 14% for Eu2O3 and 8% for Yb2O3. 

The two peaks in the XPS spectra are caused by the transition from the ground state 

to the almost pure 3d94fn and 3d94fn+1L fi nal states. It is to be mentioned that another 

possible origin of the XPS splitting for Eu2O3 and Yb2O3 might be due to the surface 

effect. For Dy2O3-Tm2O3, the 3d XPS spectrum exhibits only one peak (omitted from 

Figure 5.22).

As in the case of CeO2, the ground state of PrO2 and TbO2 is also a strongly 

hybridized state between 4fn and 4fn+1L confi gurations (n = 0, 1, and 7 for CeO2, 

TABLE 5.2
Parameter Values for (RE)2O3 (RE = La to Yb, Except for Pm and Tb) in the 
Analysis of 3d XPS (in Units of eV, Except for nf)

La2O3 Ce2O3 Pr2O3 Nd2O3 Sm2O3 Eu2O3

Δ 12.5 11.1 10.5 9.5 6.5 2.3

Δf −0.2 −0.9 −2.4 −2.5 −4.5 −8.7

Veff 2.13 2.16 1.94 1.59 0.9 0.85

Uff 10.5 9.1 9.5 10.5 10.0 10.0

W 2.5 3.0 3.0 3.0 3.0 3.0

Γ 1.0 1.2 1.6 1.6 2.5 2.5

nf 0.03 1.04 2.03 3.03 5.02 6.14

Gd2O3 Dy2O3 Ho2O3 Er2O3 Tm2O3 Yb2O3

Δ 13.0 9.0 7.0 5.0 3.0 1.7

Δf 2.0 −2.0 −4.0 −6.0 −8.0 −9.8

Veff 0.79 0.67 0.60 0.52 0.42 0.3

Uff 10.0 10.0 10.0 10.0 10.0 10.0

W  3.0 3.0 3.0 3.0 3.0 3.0

Γ 2.8 3.8 3.8 4.0 4.0 4.0

nf 7.0 9.0 10.0 11.01 12.02 13.05
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PrO2, and TbO2). From the analysis of 3d XPS, the average 4f electron number is 

estimated to be about 1.6 for PrO2 and 7.6 for TbO2 (Bianconi et al., 1988; Ikeda et 

al., 1990). We do not show the XPS spectra for PrO2 and TbO2, but the parameter 

values of CeO2, PrO2, and TbO2 are listed in Table 5.3.

5.4.2 APPLICATION OF CHARGE-TRANSFER MULTIPLET THEORY

Full multiplet calculations for the RE 3d XPS of some RE sesquioxides and  dioxides 

were performed by Ogasawara et al. (1991b) and Kotani and Ogasawara (1992) with 

the SIAM including three confi gurations, 4fn, 4fn+1L, and 4fn+2L2 . The parameter 

values of the SIAM for RE sesquioxides are listed in Table 5.4, and they are almost 

the same as those in Table 5.2, except for Γ. Since the multiplet coupling effect does 

not modify 3d XPS drastically, the calculated results are in good agreement with 

experimental ones again, and for some spectral features, the new results are in 

better agreement with experiment. As examples, we show in Figures 5.23 and 5.24, 

the results of the 3d XPS for the sesquioxides of La, Ce, Pr, Nd, and Yb and for the 

Ce dioxide, respectively (Ogasawara et al., 1991b; Kotani and Ogasawara, 1992). 

The experimental results (Schneider et al., 1985; Allen, 1985; Ogasawara et al., 

1991b) are also shown in the inset. 

The parameter value Γ is fi xed at 0.7 eV and is much smaller than the values of 

Γ in Table 5.2, which include effectively the spectral broadening due to the multiplet 

coupling effect. The calculated results for La (4f0), Ce (4f1), Pr (4f 2), and Nd (4f3) 

(Figure 5.23a–d) reproduce the experimental data well, and also agree well with the 

results of 3d5/2 XPS in Figure 5.22a through 5.22d, which were obtained without the 

multiplet coupling. Therefore, we conclude that the multiplet splitting is not strong 

enough to give rise to additional separate peaks, but contributes to the increase in the 

spectral width, which can be approximately taken into account by the larger value of 

Γ in the analysis without the multiplet coupling. The calculated result for Yb2O3 

(Figure 5.23e) exhibits some multiplet splitting that was not observed experimen-

tally, but when we use a larger value of Γ (= 3.0 eV), the splitting is smeared out. 

For Yb2O3, the multiplet effect is equivalent to increasing the value of Γ from 3.0 eV 

(the present value) to 4.0 eV (Table 5.2).

TABLE 5.3
Parameter Values for (RE)O2 (RE = Ce, Pr, 
and Tb) in the Analysis of 3d XPS (in Units 
of eV, Except for nf)

CeO2 PrO2 TbO2 

Δ 1.6 0.5 0.75

Δf −10.9 −12.5 −9.75

Veff 2.84 1.62 1.06

Uff 10.5 10.5 10.0

W 3.0 3.0 3.0 

Γ 0.7 2.0 2.5

nf 0.52 1.56 7.61
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An important effect of the multiplet coupling is to cause different spectral shapes 

for 3d5/2 and 3d3/2 XPS, which should have the same spectral shape only with the 

 different intensity when we disregard the multiplet coupling. A typical example is 

the Pr 3d XPS of Pr2O3 (Figure 5.23c). The spectral splitting indicated by the main 

peak, m (m′) and the satellite, s (s′), is caused by the hybridization effect and is not 

sensitive to the multiplet coupling. However, it should be noted that the 3d XPS 

exhibits an intensity rise t′ only for the 3d3/2 component, resulting in the different 

spectral shape for 3d5/2 and 3d3/2 components. This can only be reproduced by the 

calculation including the multiplet effect. Also for CeO2, shown in Figure 5.24, 

the agreement with experimental data is, to some extent, better than that in Figure 

3.13 of Chapter 3 (without the multiplet coupling).

In 4d XPS, the effect of the multiplet coupling is much more important than in 

3d XPS, because the exchange interaction between 4d and 4f states is much larger 

than that between 3d and 4f states. The spin–orbit interaction in the 4d state is weaker 

than the exchange interaction between 4d and 4f states, so that the 4d XPS spectra 

are not separated into 4d5/2 and 4d3/2 components. In Figure 5.25, we show the calcu-

lated 4d XPS of (a) La2O3, (b) Ce2O3, (c) Pr2O3, (d) Nd2O3, and (e) Yb2O3 (Ogasawara 

et al., 1991a; Kotani and Ogasawara, 1992) and compared them with the experimen-

tal result in the inset (Suzuki et al., 1974; Orchard and Thornton, 1978; Ogasawara 

et al., 1991b). The parameter values used in this analysis are listed in Table 5.4 and 

they are the same as those used in the analysis of 3d XPS except for Δf because of the 

reduction of Ufc in going from the 3d to 4d core level. The calculated results are in 

good agreement with the experimental ones except for Yb2O3. The result for Yb2O3 

is very similar to the result for a free Yb3+ ion, calculated by Orchard and Thornton 

(1978), and we will give a detailed discussion for Yb2O3 later.

Detailed studies on the interplay between the interatomic hybridization and the 

intra-atomic multiplet coupling in 4d XPS have been made for Pr2O3 by Ogasawara 

et al. (1991a), both experimentally and theoretically. Experimentally, they  performed 

a precise measurement of 4d XPS, which exhibits spectral shoulders a, b, d, and e 

and also a broad bump f, as shown in the inset of Figure 5.25c. These structures 

are nicely reproduced in their theoretical calculation (Figure 5.25c). In order to see 

the effects of the multiplet coupling and the solid-state hybridization separately, 

TABLE 5.4
Parameter Values for R2O3 (R = La, Ce, Pr, Nd, 
and Yb) in the Full-Multiplet Analysis 
of 3d and 4d XPS (in eV)

Compounds La2O3 Ce2O3 Pr2O3 Nd2O3 Yb2O3

Δ 12.5 11.1 10.5 9.5 1.25 

Δf (3d) −0.5 −2.0 −2.5 −3.5 −10.25 

Δf   (4d) 2.0 0.5 0.0 −1.0 −8.25 

Veff 2.13 2.16 1.94 1.59 0.3 

W 2.5 2.5 2.5 — 2.5 

Γ 0.7 0.7 0.7 0.7 0.7 
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Ogasawara et al. (1991a) calculated 4d XPS by changing the value of V. The results 

for V = 0.0, 0.2, 0.4, 0.56, and 0.8 eV are shown in Figure 5.26a–e, respectively. In 

Figure 5.26, the value N is taken to be 1 (so that W → 0) for simplicity. Figure 5.26a 

corresponds to the 4d XPS of the free Pr3+ ion, which has widespread multiplet 

structures due to the strong Coulomb and exchange interactions. This spectrum is 

very different from the experimental one for Pr2O3. From Figure 5.26b–e, it is 

clearly seen that the effect of V strongly changes the atomic multiplet structure. The 

experimental result is reproduced well only for the value V ≈ 0.56 eV 

(Veff ≈ 1.94 eV).

FIGURE 5.23 Theoretical results of the 3d XPS for (a) La2O3, (b) Ce2O3, (c) Pr2O3, (d) 

Nd2O3, and (e) Yb2O3. The effect of multiplet coupling is taken into account. The experimen-

tal results are shown in the inset. (From Kotani, A., and Ogasawara, H., J. Electron Spectrosc. 
Relat. Phenom., 60, 257, 1992. With permission from Elsevier Ltd.)
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As seen from Table 5.4, the value of Δf is estimated to be 0.0 for the 4d XPS of 

Pr2O3. This means that the covalent mixing in the fi nal state of 4d XPS is extremely 

strong; the mixing rate between 4d94f2 and 4d94f3L confi gurations should be about 

0.5:0.5 for nonvanishing V. In order to see the strong covalent mixing effect on 4d 

XPS, the multiplet effect (except for the 4d spin–orbit interaction) is removed from 

Figure 5.26d. Then, the 4d XPS reduces, as shown in Figure 5.27, to four discrete 

lines: the m and s lines associated with the 4d5/2 core level and their 4d3/2 partner m′ 
and s′. Figures 5.26a and 5.27 correspond to two limiting situations, in which the 

intra-atomic multiplet coupling and the interatomic hybridization, respectively, play 

a dominant role in 4d XPS. However, both of them fail in explaining the spectral 

features a–f of the observed 4d XPS, which are reproduced only in an intermediate 

situation (Figure 5.26d) between the two extremes. By comparing Figure 5.26d 

with N = 1 and Figure 5.25c with N = 3 and W = 2.5 eV, we see that the effect of the 

fi nite bandwidth W is to smear out some fi ne spectral structures; for instance, the 

kink b and some structures near f in Figure 5.26d are rounded in Figure 5.25c, in 

better agreement with the experimental result.

For the sesquioxides of Dy to Tm (heavy RE), the value of Veff is much smaller 

than both Δ and Δf (Table 5.4), so that the effect of hybridization can be disregarded in 

both initial and fi nal states of XPS. This means that the experimental results of the 3d 

and 4d XPS spectra of these sesquioxides should be reproduced by ionic model calcu-

lation (i.e. in the limit of Veff = 0 in the SIAM). This is true for the 3d XPS (Kotani and 

Ogasawara, 1992), but the situation is more complicated for the 4d XPS. For instance, 

in Figure 5.28a, the experimental results of the Dy 4d XPS of Dy metal and Dy2O3 are 

shown. The spectral width of the Dy oxide is somewhat larger than that of the Dy 

metal, but both of these spectra are considered to refl ect the multiplet structure of the 

4d94f9 confi guration in the fi nal state. On the other hand, the calculated result of the 

FIGURE 5.24 Theoretical result of the 3d XPS for CeO2 with the effect of multiplet 

 coupling. The experimental result is shown in the inset. (From Kotani, A., and Ogasawara, H., 

J. Electron Spectrosc. Relat. Phenom., 60, 257, 1992. With permission from Elsevier Ltd.)
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Dy 4d XPS of the Dy3+ free ion, which is shown in Figure 5.28d, is quite different 

from the experimental result. Here, the line spectra are the original result of the calcu-

lation and the solid curve is obtained by convoluting the line spectra with a Lorentzian 

function with a constant width (Ogasawara et al., 1994), as usual. 

The reason for the disagreement between the calculated and experimental results 

was found to originate from the multiplet-term dependence of the lifetime of the 4d 

XPS fi nal states due to the 4d4f4f super Coster–Kronig (s-CK) decay. The s-CK 

FIGURE 5.25 Theoretical results of the 4d XPS for (a) La2O3, (b) Ce2O3, (c) Pr2O3, (d) 

Nd2O3, and (e) Yb2O3. The effect of the multiplet coupling is taken into account. The experi-

mental results are shown in the inset. (From Kotani, A., and Ogasawara, H., J. Electron 
Spectrosc. Relat. Phenom., 60, 257, 1992. With permission from Elsevier Ltd.)
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decay occurs with the intra-atomic Coulomb interaction, and the lifetime broaden-

ing of each XPS fi nal state |  f  〉 is calculated from the expression

 

G f

F

F fF V f E E= · Ò --Âp d| | | |s CK

2
( ),

 

(5.23)

where Vs−CK denotes the Coulomb interaction describing the s-CK decay and the 

states | F  〉 are the fi nal states of s-CK decay with continuous energy EF.

FIGURE 5.26 Theoretical results of the Pr 4d XPS spectra for Pr2O3 with different hybrid-

ization strengths. The other parameter values are the same as those of Figure 5.25 (except for 
N = 1). In (a), (b), (c), (d), and (e), the values of V are 0.0, 0.2, 0.4, 0.56, and 0.8, respectively. 

(From Ogasawara, H., Kotani, A., Potze, R., Sawatzky, G.A., and Thole, B.T., Phys. Rev. B, 44, 

5465, 1991b. With permission from Elsevier Ltd.)
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FIGURE 5.27 Theoretical result of the Pr 4d XPS spectrum for Pr2O3 without the multiplet 

coupling effect. (Reprinted with permission from Ogasawara, H., Kotani, A., Okada, K., and 

Thole, B.T., Phys. Rev. B, 43, 854, 1991a. Copyright 1991 by the American Physical Society.)

FIGURE 5.28 Theoretical and experimental results of the Dy 4d XPS spectra of Dy2O3. 

(a) Experiments for metal (upper) and oxide (lower). (b) Calculated results using the 

multiplet-dependent lifetime broadening Γf, and instrumental Gaussian broadening 0.7 eV 

(HWHM). The vertical bars are the original line spectra and the dashed curve is the convo-

luted spectra. The chain curve represents the background contribution and the solid curve is 

the sum of dashed and chain curves. (c) Calculated lifetime broadening Γf for all multiplets in 

the XPS fi nal state. (d) Calculated result of XPS with a constant Lorentzian broadening 0.7 eV 

(HWHM). (Reprinted with permission from Ogasawara, H., Kotani, A., and Thole, B.T., 

Phys. Rev. B, 50, 12332, 1994. Copyright 1994 by the American Physical Society.)
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Ogasawara et al. (1994) calculated Γf of each XPS fi nal state and found that Γf has 

a strong multiplet-term dependence as shown in Figure 5.28c. The fi nal state with a 

large binding energy in 4d XPS decays more rapidly than those near the threshold. If 

we take into account this term-dependent Γf , then the spectral broadening is larger for 

the larger binding-energy region of the 4d XPS, and agreement with the experiment 

is greatly improved, as shown in Figure 5.28b, where an appropriate background 

 contribution is also taken into account. The strong term-dependence of Γf is a charac-

teristic feature of the 4d XPS of heavy RE elements, whereas for light RE elements 

(Figure. 5.25) and also for 3d XPS (Figures 5.22 and 5.23), the term-dependence is 

small and can be disregarded.

In the calculated 4d XPS of Yb2O3 (Figure 5.25e), the effect of intra-atomic 

hybridization is very weak (it gives a weak satellite in the lowest binding energy 

region, but cannot be seen in the experimental data probably due to the large 

spectral broadening), so that the spectrum is almost entirely due to the free Yb3+ 

ion. The large difference between the calculated and experimental 4d XPS of 

Yb2O3 is also caused by the term-dependent Γf. In Figure 5.29, we show the 4d 

XPS of Yb2O3 calculated by taking into account the term-dependent Γf (Kotani 

and Ogasawara, 1992), and it is seen that the present result is in good agreement 

with the experimental one.

5.5 RESONANT PHOTOEMISSION SPECTROSCOPY

In valence photoemission spectroscopy (VPES), if the incident photon energy reso-

nates with a core-electron excitation threshold, the intensity of the photoemission is 

resonantly enhanced. This phenomenon is called “resonant photoemission,” and the 

spectroscopy is abbreviated as resonant photoemission spectroscopy (RPES). In a 

FIGURE 5.29 Theoretical result of the Yb 4d XPS spectrum of Yb2O3, calculated by taking 

into account the multiplet-term-dependent lifetime of each XPS fi nal state. (From Kotani, A., 

and Ogasawara, H., J. Electron Spectrosc. Relat. Phenom., 60, 257, 1992. With permission 

from Elsevier Ltd.)
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similar way, the photoemission of core electrons (so far called XPS) is also enhanced 

when the incident x-ray energy resonates with the excitation threshold of a deeper 

core electron. We denote this spectroscopy by resonant XPS (RXPS). 

5.5.1 FUNDAMENTAL ASPECTS OF RPES

The reason for the resonant enhancement is due to the Auger decay of the core-

excited state that results in the same fi nal state as VPES. For instance, let us con-

sider the VPES of a 3d electron of transition elements with a 3dn confi guration and 

its enhancement by the incident photon energy resonating with the 3p to 3d excita-

tion. The 3p–3d excited state has a 3p53dn+1 confi guration but it decays by the 

3p3d3d Auger transition to the 3dn–1 fi nal state, which is the same as the fi nal state 

of VPES. The two processes, the fi rst-order process VPES and the second-order 

process of the core excitation and Auger decay, with the same fi nal states interfere 

with each other, resulting in asymmetry of the RPES intensity as a function of the 

incident energy (often called “Fano shape”). Usually, the intensity of VPES is 

enhanced by the resonance effect, but sometimes it can be suppressed due to the 

destructive interference effect and called “antiresonance.”

Here we give a formula of RPES (Ogasawara et al., 1992). The total Hamiltonian 

Htot consists of Hamiltonians describing a material system H, the radiative transition 

VR and the Auger transition VA

 
H Htot = + +V VR A .  (5.24)

By using eigenstates of H, we can write H in the form

 H g E g E Eg= Ò · + Ò · + Ò ·Â Â| | | | | |a a eb eba
a

eb
be ,

,  (5.25)

where | g 〉 with energy Eg is the ground state (for instance a 3dn state), | α 〉 with 

energy Eα is the core excited state (for instance, 3p–3d excited state with 3p53dn+1 

confi guration), and | εβ 〉 with energy Eεβ is each fi nal state (for instance, a photo-

electron and the remaining 3dn–1 state) of VPES, as well as of the Auger decay. The 

photoelectron state | ε 〉 with energy ε and the remaining material system | β 〉 with 

energy Eβ can usually be treated as independent:

 
| | |eb e bÒ = Ò Ò,  (5.26)

 

E Eeb be= + .
 

(5.27)

By the electric dipole transition, the ground state | g〉 is excited to | α 〉 and | εβ 〉, 
respectively, with matrix elements 〈 α | VR | g 〉 and 〈 εβ | VR | g 〉, and the state | α 〉 is 

coupled with the state | εβ 〉 by the matrix element of Auger transition 〈 εβ | VA | α 〉. 
If we take into account the fi rst order of VR and up to the infi nite order of VA, the 

RPES spectrum for the incident photon energy is written as

 

F E T
E E EB

B g
RPES

2
( , )

/

( )
,W

G
G2= · Ò

- + +Â | | |eb
pb

b bb

g |
2

 (5.28)
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where ε = Ω − Eβ, Γβ is the lifetime broadening of the state | β 〉 and T is the t-matrix 

defi ned by

 

T V V
z H V

TR A
A

= +
- -

Ê
ËÁ

ˆ
¯̃

1
 (5.29)

with 

 
z Eg= + + Æ +�W ih h, ( )0  (5.30)

From Equations 5.28–5.30, after some algebra, the fi nal expression of the RPES 

spectrum is obtained as:
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(5.31)

where G is defi ned by

 

G
z H VA

=
- -

1
,  (5.32)

and we have used the relation

 · Ò = · Ò · Ò
-Âa eb a a a eb

eba

| | | | | |G G V
z EA¢ ¢ 1

.  (5.33)

In order to calculate the expression of Equation 5.31 explicitly, we need to obtain the 

expression of 〈 α | G | α′ 〉, and it is given by solving Dyson’s equation

 

· Ò =
-

+
-

¥ · Ò · Ò
-

·

a a d

a eb eb a a

a
aa
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ebe b

| |

| | | |

G
z E z E

V V

z E
A A

¢

¢¢ ¢¢

¢
1 1

, , aa

a
¢¢

¢Â Ò| |G .  (5.34)

If we consider a limiting case where we only have one state | α 〉 in the core-

 electron excitation, the expression of FRPES(EB, Ω) is greatly simplifi ed. In this case, 

FRPES(EB, Ω) is written as
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 (5.35)
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and we can solve Equation 5.34 to obtain

 

· Ò =
- - · Ò · Ò

-

=
+Â

a a a eb eb a
a

ebe b

| |
| | | |

G
z E

V V

z E
A A

1 1

,

( )
,

G W
�

i
 

(5.36)

where

 

G W= · Ò + -Âp a eb d
e b

eb| | | |
,

( ),V E EA g
2 �

 

(5.37)

 

�
�W W D G,= + - -( ) /E Eg a  (5.38)

with

 

D
W

= · Ò · Ò
+ -ÂP

V V

E E
A A

g

a eb eb a

ebe b

| | | |

�
,

.  (5.39)

In Equation 5.39, P represents the principal value. Furthermore, we defi ne the 

so-called Fano’s q-parameter by

 
q

A
B

∫  (5.40)

with

 

A V g P
V V g

E ER
A R

g

= · Ò + · Ò · Ò
+ -Âa a eb eb

ebe b

| |
| | | |

�W
,

,  (5.41)

 

B V V g E EA R g= · Ò · Ò + -Âp a eb eb d
e b

eb
,

( ),| | | | �W  (5.42)

where A and B are assumed to be real. We fi nally obtain the expression:
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q E
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2
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�  (5.43)

If we disregard the factor (Ω͡  + q)2/(Ω͡ 2 + 1) in Equation 5.43, this equation reduces 

to the spectrum of the VPES. Therefore, (Ω͡  + q)2/(Ω͡ 2 + 1) represents the resonant 

enhancement where Ω͡  is the incident photon energy measured from the renormalized 

resonance energy Eα + Δ − Eg with units of the resonance broadening width Γ. The 

 resonance enhancement factor (Ω͡   +  q)2/(Ω͡ 2  +  1) depends on the value of q, and 

in Figure 5.30, we show its behavior as a function of Ω͡  for various values of q. In the 

case of q = 0, we have an antiresonance, and with the increase in q, the resonant 

enhancement increases. In Figure 5.30, we have shown only the cases of zero and posi-

tive values of q, but the behavior of the resonant enhancement factor for the nega tive 

values of q is obtained simply by reversing the abscissa from that of the positive q.
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5.5.2 RPES IN Ni METAL AND TM COMPOUNDS

5.5.2.1 3P  RPES IN NI ME TAL

The fi rst experimental observation of RPES was made by Guillot et al. (1977) for the 

Ni 3p threshold of Ni metal. Figure 5.31 is a sketch of the experimental result. The 

dashed curve is the VPES of the Ni 3d band in the off-resonance condition, which con-

sists of the main band and a satellite at about 6 eV from the maximum of the main 

band. When the incident photon energy resonates with the Ni 3p–3d excitation at about 

67 eV, the satellite intensity is strongly enhanced, but the main band intensity does not 

change very much. In the ground state of Ni metal, there are about 0.6 holes in the 3d 

band, but the fi nal states of the main band and the satellite are considered, roughly 

speaking, to originate from the 3d9 and 3d8 confi gurations, respectively. The RPES 

result strongly supports this assignment because the intermediate state of RPES should 

be a 3p53d10 confi guration that gives rise to the 3d8 fi nal state (satellite) of RPES after 

the 3p3d3d Auger transition. In the fi nal state of the satellite, two 3d holes (correspond-

ing to the 3d8 confi guration) form a bound state called a “two-hole bound state.” 

It should be noted that both of the 3d9 (one-hole state corresponding to the main band) 

and 3d8 (two-hole bound state corresponding to the satellite) confi gurations are not 

spatially localized but itinerant due to the 3d electrons in Ni metal being itinerant.

In the beginning of the 1990s, the 2p and 3p RPES spectra of Ni metal were 

much discussed. In particular, the issue was whether the satellite enhancement was 

FIGURE 5.30 Spectral shapes of the Fano resonance for various values of the q parameter. 

(From Kotani, A., and Toyozawa, Y., Synchrotron Radiation, Springer-Verlag, Berlin, 1979. 

With kind permission of Springer Science and Business Media.)
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due to a resonant photoemission process or was it due to an onset of a normal Auger 

decay process leading to overlapping spectral features. Lopez et al. (1995) measured 

the angular dependence of the 6 eV satellite and from the absence of the angular 

variation in intensity, they concluded for a normal Auger decay. Because of the com-

plete metallic screening, the Auger-like and the photoemission-like features will 

appear at very similar energies for threshold excitation in metals and the two types 

of processes cannot, therefore, be easily separated. In both processes, the same 

2p3d3d Auger channel is active and the difference is that, in RPES, this channel 

reaches the same fi nal state as direct PES. As the resonant channel is angular depen-

dent and the normal Auger is not, the absence of angular dependence indicates that 

the normal Auger channel dominates at the 6 eV satellite. This does not necessarily 

imply that there is no resonant photoemission. If in a RPES experiment, the same 

fi nal state is reached via direct and resonant PES, the Fano behavior in the excitation 

energy dependence can be used to isolate the resonant channel. The resonant process 

consists of two components: the direct photoemission α and the resonant channel β. 

The overall intensity is given by the squared values of the direct photoemission (α2) 

and the resonant photoemission (β2), plus the interference term (2αβ). The interfer-

ence term gives rise to the Fano line shapes if one measures the photoemission inten-

sity as a function of the excitation energy. The relative values for α and β depends on 

the fi nal state, that is, on the photoemission energy, polarization, and direction. This 

implies that one can measure different interference effects with the detector set at 

different energy intervals and/or detection angles. Another possibility to affect this 
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FIGURE 5.31 Schematic drawing of the resonant photoemission spectra in Ni. 

(From Kotani, A., Handbook on Synchrotron Radiation Vol. 2, 1987. With permission from 

Elsevier Ltd.)
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ratio is to use the polarization dependence of the x-ray absorption cross section. This 

has been used for Ni metal by Mårtensson et al. (1997, 1999).

Figure 5.32 shows the x-ray energy dependence of the photoemission in an 

energy window at the 3d band (top two curves) and for an energy window at the 6 eV 

satellite (Weinelt et al., 1997; Mårtensson et al., 1999). The top two curves show 

Fano-type profi les with antiresonances before the threshold, where the top curve has 

the largest asymmetry, indicating the largest interference terms. Large interference 

occurs when the effective magnitudes of the matrix elements for the direct and reso-

nant photoemission processes are similar. For the middle curve, the resonant process 

dominates and the interference term becomes less visible. At the bottom, the results 

for the 6 eV satellite are shown for both polarization geometries. The inset shows 

that the 6 eV satellite spectra also has a small antiresonance indicating interference, 

but this interference is small because the direct photoemission is small.

5.5.2.2 2p RPES in TM Compounds

To understand the RPES spectrum of TM compounds, the normal VPES spectrum 

must also be known. To explain all the features of VPES would be outside the  context 

of this book; however, the energy positions of the main confi gurations is a property 

FIGURE 5.32 Photoemission intensity of the valence band (top and middle curves) and the 

6 eV satellite (bottom). The measurements have been made for two different directions of the 

E-vector of the incident radiation. (From Martensson, Karis, O., and Nilsson, A., J. Electron 
Spectrosc. Relat. Phenom., 100, 379, 1999. With permission from Elsevier Ltd.)
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that is shared by valence and core excitations. Figure 5.33 shows the energy positions 

of the ionic confi gurations 3d8, 3d9L, and 3d10L2, using Δ = 4 eV and Udd = 7.5 eV. 

The top curve in Figure 5.33 is a copy of the bottom curve offset by 25 eV for 

clarity. The dark arrows indicate a VPES experiment, in which a 3d valence electron 

is excited. This implies the transition from 3d8 to 3d7, and alike. The ligand states are 

assumed not to modify the picture, which implies that exactly the same energy 

 positions can be used for the fi nal state. Because Δ = 4 eV and Udd = 7.5 eV (corres-

ponding to NiO), the energy of 3d7 is signifi cantly higher than 3d8L. In other words, 

the ionic confi guration at the lowest energy is dominated by the 3d8L confi guration. 

The energy positions of RPES at the 2p threshold excitation are also shown in 

Figure 5.33. The middle curve represents the intermediate state of RPES, which is 

the same as the fi nal state of 2p XAS (see Chapter 3). The light arrows from inter-

mediate to fi nal states express the 2p3d3d Auger transitions by which the same fi nal 

state as VPES is reached as in normal VPES (e.g. 3d8 to 3d7 via 2p53d9).

Now we present theoretical calculations of RPES for TM oxides at 2p threshold 

excitation. As the resonant enhancement factor of RPES at the 2p threshold is much 

larger than that at the 3p threshold, we can thus extract more unambiguous  resonance 

process. As an example, the calculated results of (a) RPES and (b) off-resonant 

VPES for TM oxides are shown in Figure 5.34 (Tanaka and Jo, 1994). The calcula-

tions are made so as to reproduce the corresponding experimental data (not shown 

here). For CuO and NiO, the resonant enhancement occurs at a high-binding 

energy region (EB ≈ 10 eV for CuO and ≈ 7 eV for NiO). This is evidence that these 
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FIGURE 5.33 The energy positions of the 3dn confi gurations of a Ni2+ ion using Δ = 4 eV and 

Udd = 7.5 eV. The bottom curve describes the 3d8 + 3d9L + 3d10L2 ground state. The middle 

curve indicates the 2p5(3d9 + 3d10L) XAS intermediate states and top curve the 3d7 + 3d8L + 3d9L2 

VPES fi nal state. The dashed arrows indicate XAS, the solid arrows PES and AES transitions.
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compounds are charge-transfer type insulators because the high- and low-binding 

energy parts, respectively, correspond to the 3dn–1 and 3dnL confi gurations (n = 9 

and 8 for CuO and NiO) whose energy difference is Udd − Δ (in the limit of vanish-

ing V), but the resonant enhancement occurs only for the 3dn–1 confi guration. With a 

decreasing 3d electron number n, Udd becomes close to Δ (corresponding to the 

intermediate-type of the charge transfer and Mott–Hubbard insulators), so that the 

resonant enhancement occurs in the whole binding energy region. 

The parameter values of the SIAM estimated from this analysis are listed in 

Table 5.5. The trend of the variation of Δ and Udd with the change of n is consistent 

with that discussed previously, but the values of Δ for NiO and CoO are much larger 

than those in Table 5.1. It will be shown in Section 5.8 that, at least for NiO, the 

value of Δ estimated by the analysis of XPS with the SIAM should be too small 

because the SIAM calculation disregards the nonlocal screening effect, which is 

important in the XPS of NiO. As will be mentioned in Chapter 8, the scatter of the 

value Δ estimated for NiO is anomalously large; from the analysis of the experimen-

tal data of XPS, valence PES, RPES, XAS, and RXES of NiO with the SIAM or 

(a) on resonance (b) off resonance 
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FIGURE 5.34 Calculated results of on- and off-resonance spectra of VPES in TM oxides. 

The RPES spectra are taken at the 2p3/2 threshold. (From Tanaka, A., and Jo, T., J. Phys. Soc. 
Jpn., 63, 2788, 1994. With permission.)
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cluster model, the estimated value of Δ is distributed from 2.0 to 6.2 eV, depending 

on the spectroscopy and the model of the analysis. The value of Δ estimated from 

precise analysis of RXES for NiO is 3.5 eV, which is somewhat smaller that that in 

Table 5.5. It is interesting to see that the values of Δ by the analysis of RXES 

(Chapter 8) for NiO, CoO, MnO, and TiO2 are 3.5, 4.0, 8.0, and 2.9 eV, respectively, 

which are smaller systematically by 0.5 to 1.0 eV than those by the analysis of 

RPES in Table 5.5.

5.5.2.3 3p RPES in NiO

Figure 5.35 shows the 3p RPES spectrum of NiO while scanning through the NiO 3p 

XAS spectrum with its peak position at 66 eV (Tjernberg et al., 1996). The normal 

PES spectrum is observed at 59 eV with the main peak at ∼2 eV binding energy and 

a shoulder at ∼5 eV. The main peak does not show any signifi cant energy variations 

while scanning through the edge and its intensity is a little decreased before thresh-

old and increased at threshold. This indicates a Fano behavior of the valence band 

PES. The 5 and 9 eV binding energy features are enhanced with the excitation of Ni 

3p electrons. In addition, a number of additional peaks and shoulders become visible 

at around 70 eV, ∼4 eV, and 7.5 eV. These additional features are related to the 

detailed behavior of the various states in the 3p-hole intermediate state and the fi nal 

state, due to the combined effects of charge transfer, multiplets, spin–orbit coupling, 

and exchange. All resonances decrease after the threshold while the 9 eV peak shifts 

a little towards a higher binding energy. In their 1996 paper, Tjernberg et al. also 

showed these resonant photoemission spectra as a 2D image, similar to the RXES 

2D images that are discussed in Chapter 8. An advantage of the 2D image is that 

one directly views the resonant channels that have constant binding energy and the 

nonresonant channels that have constant kinetic energy. 

5.5.3 3d AND 4d RPES OF Ce COMPOUNDS

In the Ce intermetallic compounds, the localization of Ce 4f states strongly depends 

on the hybridization strength between the Ce 4f and conduction electron states. For 

instance, CeRu2Si2 is a typical material with weak hybridization and the system 

TABLE 5.5
Parameter Values of the SIAM Estimated from the Analysis of RPES

Compounds n Δ Udd V(eg) 10 Dq Tpp Udc

CuO 9 3.0 7.8  2.7* 0.0 1.3 9.0

NiO 8 4.7 7.3 2.2 0.7 0.7 8.5

CoO 7 6.5 6.5 2.2 0.5 0.7 8.2

FeO 6 7.0  6.0 2.1 0.5  0.7 7.5

MnO 5 8.0 5.5 2.1 0.5 0.7 7.2

TiO2 0  4.0 4.0 3.0 1.0 1.0 6.0

* The value of V(b1g).
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behaves as a “heavy fermion” with the Kondo temperature TK ≈ 22 K. On the other hand, 

CeRu2 is a material with a strong hybridization and behaves as a “valence fl uctuating 

 system” with TK of the order of 1000 K. Therefore, the VPES spectra of the two materi-

als are expected to behave very differently, refl ecting the difference of the hybridization. 

In order to extract the 4f electron contribution from VPES, which includes in the off-

 resonance condition, the contribution of other valence electrons (p and d electrons) with 

considerable weight, the technique of RPES at the 4d threshold (denoted by 4d4f RPES) 

has usually been used because the fi nal state of the RPES due to the 4d4f excitation 

 followed by the 4d4f4f Auger decay is the same as the direct 4f emission in VPES. 

However, the 4d4f RPES measurements so far made often provided us with unexpected 

puzzling data probably because of the surface-sensitivity of the 4d4f RPES.

FIGURE 5.35 The resonant photoemission spectra of the NiO valence band at the Ni 3p 

absorption edge. (Reprinted with permission from Tjernberg, O., et al., Phys. Rev. B, 53, 10372, 

1996. Copyright 1996 by the American Physical Society.)
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Sekiyama et al. (2000) have succeeded in measuring the 3d4f RPES of Ce 

 compounds having higher bulk sensitivity with very high resolution. Figure 5.36 shows 

their data where both 3d4f and 4d4f RPES spectra are measured for CeRu2Si2 and 

CeRu2. It is seen that the 4d4f RPES spectra of CeRu2Si2 and CeRu2 are qualitatively 

similar, but the 3d4f RPES of these materials are quite different and exhibit the RPES 

features characteristic of the heavy fermion and the valence fl uctuation. The mean free 

path of the photoelectron of 4d4f RPES (excitation energy h- Ω ≈ 120 eV) is less than 

5 Å, so that the 4d4f RPES is a surface-sensitive technique, while the mean free path in 

the 3d4f RPES (h- Ω ≈ 880 eV) is as long as 15 Å with much more bulk sensitivity.

5.5.4 RESONANT XPS

Instead of a valence band photoemission channel, a core XPS channel can also be 

studied in a resonant way. The 3p XPS spectrum can be measured while scanning 

through the 2p XAS spectrum. Over all excitation energies, there will be an essen-

tially constant direct 3p XPS and at the 2p resonance the excited state can decay via 

the 2p3p3d Auger into a 3p XPS-like fi nal state. Exactly like for the valence band, 

this will give a RXPS with the corresponding interference effects. 

FIGURE 5.36 Experimental results of the Ce 4f spectra in the 3d4f and 4d4f RPES of 

CeRu2Si2 and CeRu2. (From Sekiyama, A., et al., Nature, 403, 396, 2000. Copyright 2000. 

Reprinted with permission from Macmillan Publishers Ltd.)
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Experiments by Nakamura et al. (1996) have shown a similar behavior to that of 

the valence band. The direct 3p XPS channel is not enhanced by much; however, at 

resonance, new peaks arise at a higher binding energy. The direct 3p XPS channel in 

NiO is dominated by 3p53d9L, while the dominating resonant channel is the 3p53d8 

fi nal state that is reached via the 2p53d9 intermediate state. The same behavior occurs 

for the 3s XPS fi nal state. More complex things are happening at resonance, but 

these are easier to observe in resonant Auger channels than fi nal states that cannot 

be reached via direct photoemission. This is discussed subsequently.

5.5.5 RESONANT AUGER ELECTRON SPECTROSCOPY

RAES is equivalent to RPES with the difference that the fi nal state cannot be reached 

by a direct photoemission channel. For example, all fi nal states that involve two core 

states can only be reached at resonance via an XAS intermediate state. The equation 

for RAES is equivalent to that of RPES where the direct photoemission channel is 

omitted. If we simplify the ground state wave function to a single 3d8 confi guration 

and describe the transition to a 3p43d9ε fi nal state, the equation becomes:
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This equation is similar to the RXES equations as discussed in Chapter 8. The 

 difference is that the decay is via an Auger channel instead of a radiative x-ray emis-

sion channel, implying an electron detector instead of an x-ray emission detector. 

The similarity between RAES and RXES implies that one can also use the RAES 

channels for selective XAS experiments. In addition, the lifetime broadening can be 

effectively removed using RAES with a high-resolution electron detector, as dis-

cussed in Section 5.5.6.

Because they contain two core holes, the energy position changes. Figure 5.37 

shows the energy position of the RAES process. We have seen that for a single core 

hole, the minimum of the parabola shifts from 3d8 to c3d9. A second core hole shifts the 

minimum further to cc′3d10. In normal Auger electron spectroscopy (NAES), the 3d8 

state is excited to a 2p53d8 state as in the XPS process, which in turn decays to a 3p43d8 

state. In RAES, the fi rst step is an XAS process that brings 3d8 to 2p53d9. Because 

of this, RAES spectra will be different from NAES and, in addition, RAES spectra will 

be energy dependent. For example, excitations into the charge-transfer satellite will 

produce different fi nal states than will excitations into the main XAS peak.

Figure 5.38 shows the comparison between the RAES spectra for the 2p3s3s, 

2p3s3p, and 2p3p3p transitions. Figure 5.38 shows that these transitions can be 

 calculated using a 3d8 + 3d9L initial state, a 2p53d9 + 2p53d10L intermediate state and, 

for 2p3s3s Auger, a 3s03d9 + 3s03d10L fi nal state. This CTM calculation yields the 

correct spectral shape at resonance. Note that both the 3s03d9 state and the 3s03d10L 

confi guration consist of a single state. This implies that the 2p3s3s RAES spectrum 

is predicted to consist of only two peaks, in agreement with experiment.
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Figure 5.39 shows the fi nal-state binding energy against the photon energy 

dependence of the position of the 2p3s3p AES lines. Horizontal lines are observed 

at constant binding energy and diagonal lines at constant kinetic energy. The hori-

zontal lines refer to RAES processes and the diagonal lines to NAES processes. 

Using Figure 5.37, the RAES process is given as XAS + AES and the NAES 

process as XPS + AES. 

We can distinguish, at least, four regions characterized by a different behavior of 

the binding energy position of the RAES lines: 

 1. Before the L3 edge. 

 2. Across the L3 edge.

 3. Across the L3 charge transfer satellite.

 4. Above the L3 edge region.

(Ad. 1) Before the L3 edge, we observe the 2p3s3p peaks at constant binding 

energy typical of the RAES process. 

(Ad. 2) Across the L3 edge, the main peak fi rst continues at constant binding energy 

and, at ∼853 eV, the peak position starts following an Auger line with constant kinetic 

energy. This indicates that the NAES becomes the major process at this energy.

(Ad. 3) Across the L3 charge-transfer satellite region, the position of the peaks 

suddenly drops, and starts to follow an Auger line at a different kinetic energy. 

At ∼861 eV, the peak position shifts back to the original Auger line.
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FIGURE 5.37 The energy positions of (a) RAES and (b) NAES. The bottom curve describes 

the 3d8 + 3d9L + 3d10L2 ground state. The middle curve is the 2p-hole intermediate state, 

respectively (a) 2p5(3d9 + 3d10L) XAS and (b) 2p5(3d8 + 3d9L + 3d10L2) XPS. The top curve is 

the fi nal state of the 2p3p3p Auger process.
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FIGURE 5.38 Comparison between experimental data and CTM calculations of the 2p3s3s, 

2p3s3p, and 2p3p3p Auger lines measured at the Ni L3 resonance (853.4 eV) of NiO. (Reprinted 

with permission from Finazzi, M., Brookes, N.B., and de Groot, F.M.F., Phys. Rev. B, 59, 

9933, 1999. Copyright 1999 by the American Physical Society.)

FIGURE 5.39 The XAS spectrum of NiO is given together with the binding energies of the 

2p3s3p AES peaks as a function of the photon energy. The horizontal straight lines correspond 

to constant binding energy peaks and the diagonal straight lines correspond to constant kinetic 

energy peaks. (Reprinted with permission from Finazzi, M., Brookes, N.B., and de Groot, 

F.M.F., Phys. Rev. B, 59, 9933, 1999. Copyright 1999 by the American Physical Society.)
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(Ad. 4) The same Auger line as observed on resonance is also the dominant peak 

off-resonance.

The origin of the Auger line observed at the charge-transfer satellite can be 

explained with Figure 5.37. Excitations to the charge-transfer satellite reach interme-

diate states dominated by 2p53d10L. The intermediate state with a 2p53d10 character 

decays to the 3p53s13d10 fi nal state, which according to Figure 5.37, it has the lowest 

energy. At resonance, ∼80% of the total intensity goes into the 2p53d9 intermediate 

state confi guration and about 20% into the 3d10L intermediate state confi guration. 

Above the resonance, most intensity also goes into the 2p53d9L state via interference 

effects. Both at resonance and off-resonance, less than 1% goes into the 2p53d10L 

confi guration and so the decay to the 3p53s13d10 fi nal state is small. This explains 

why the 3p53s13d10 Auger line has low intensity at resonance and off-resonance, but 

gains intensity for excitations into the charge-transfer satellite.

5.5.6 REDUCING THE LIFETIME BROADENING IN XAS

In Chapter 8, we discuss in detail how the lifetime broadening of the intermediate 

state is effectively removed in a RXES experiment. A similar phenomenon occurs in 

RPES and RAES. If we use a resonant Auger channel, the resonance is described by 

Equation 5.44. One can measure the x-ray absorption spectrum by detecting the 

Auger spectrum at a certain fi nal state energy. 

The major experimental constraint for these experiments is that the overall 

resolution of x-ray excitation and electron detection should be good enough to 

observe the removal of the lifetime broadening of the deep core state. Drube et al. 

(1993) have shown that, for silver and silver alloys, we can effectively assume that 

the lifetime broadening is reduced. More precisely, we are able to detect the Ag L3 

edge with sub-lifetime broadening resolution, as is shown in Figure 5.40. In 

 analogy with x-ray emission, this technique is called high-energy resolution elec-

tron detection (HERED).

It is somewhat strange that the possibilities of HERED-XAS experiments are so 

little used. The experiments are not easy and need an intense x-ray source, but there 

are many advantages over normal XAS. Drube et al. (1993) demonstrated the princi-

ple of HERED-XAS on the Pd L edge and the Ag L edge. They also applied the 

method to the study of the Ag L edge of AgAu alloys and showed the transfer of a 

d-charge from gold to silver (Drube et al., 1998, 2003). Soft x-ray applications have 

been demonstrated by Coulthard et al. (2000) on the Co L3 edge and the Al K edge.

5.5.7 EQ AND ED EXCITATIONS IN THE PRE-EDGE OF Ti 1S XAS OF TiO2

In the pre-edge region of the Ti 1s XAS of TiO2 (rutile), it is well known that three 

peaks A1, A2, and A3 are observed as shown in Figure 5.41. Here we show recent 

experimental results by Danger et al. (2002) [see also Le Fèvre et al. (2004)], but 

the existence of the three peaks were known more than 20 years ago by experimen-

tal measurements (Grunes, 1983). The polarization dependence of this XAS was 

also measured by Poumellec et al. (1991), Uozumi et al. (1992), and Danger et al. 

(2002), as shown in Figure 5.41, where the linear polarization vector and the 

wavevector of the incident photons are both perpendicular to the c-axis, and the 
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angle θ of the wavevector with respect to the (110) surface normal is taken as 0° 

and 45°. As the origin of the three peaks, Uozumi et al. (1992) gave, for the fi rst 

time, the interpretation that A1 and A2 are due to the EQ transitions to the 3d(t2g) 

and 3d(eg) states, respectively, while A2 and A3 are the ED transitions to the off-

site 3d(t2g) and 3d(eg) states, respectively, where the off-site 3d states mean the 3d 

states on the Ti sites, but outside of the core excited Ti site. It should be noted that 

the peak A2 is interpreted as a superposition of the EQ and ED transitions. Uozumi 

et al. (1992) showed that the θ-dependence of the EQ transition intensity to the 

3d(t2g) state is given by 

 

1

2

3

4
1 4+ +( cos ),q

that to the 3d(eg) state by

3

4
1 4( cos ),- q

and the ED transition intensity does not depend on the angle θ. Therefore, the A1 

intensity is larger for 0°, the A2 intensity is slightly larger for 45°, and the A3 intensity 

is the same for 0° and 45°, consistent with the experimental results of Figure 5.41.

In order to confi rm the above interpretation, especially to confi rm that the peak 

A2 is the superposition of the EQ and ED transitions, the RAES is a very useful tool 

FIGURE 5.40 The silver L3 XAS spectrum obtained via total electron yield (dash-dotted) 

and via the 2p3d3d RAES peak (solid). (From Drube, W., Lessmann, A., and Materlik, G., 

Jpn. J. Appl. Phys., 32, 173, 1993. With permission.)
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to separate the effects of EQ and ED transitions. Experimental results of the Ti 1s2p2p 

RAES of the Ti 1s pre-edge excitation for TiO2 are shown in Figure 5.42 (Danger 

et al., 2002). The various values of the incident photon energy are taken where the 

origin of the incident energy is just at the A2 peak position, and the A1 and A3 peaks 

correspond to −2.75 eV and +3.0 eV (Figure 5.41). The RAES peaks Q1 and Q2 are 

 interpreted to originate from the EQ transitions from Ti 1s to 3d(t2g) and 3d(eg) states, 

respectively, while the RAES peak D is due to the ED transition from Ti 1s to off-site 

3d states. The peak D behaves as Raman-like below the excitation A2, but behaves as 

NAES-like above A2 because the off-site 3d(t2g) and 3d (eg) states are both extended 

in space, as will be shown later. The angle-dependence of Q1 and Q2 is consistent with 

this interpretation, and furthermore, the effects of the EQ (Q1) and ED (D) excitations 

around the XAS peak A2 are clearly separated as different RAES signals.

Theoretical calculations of Ti 1s pre-edge XAS and 1s2p2p RAES spectra were 

made by Uozumi et al. (2004) (see also Le Fèvre et al., 2004), by combining linear 

combination of atomic orbitals (LCAO) calculations for a Ti445O890 cluster and the 

CTM calculations for a TiO6 cluster. The results are in good agreement with the 

FIGURE 5.41 Three peaks observed at the pre-edge of Ti 1s XAS of TiO2 in the 0° (points) 

and 45° (solid) geometries. (Reprinted with permission from Danger, J., et al., Phys. Rev. Lett., 
88, 243001, 2002. Copyright 2002 by the American Physical Society.)
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experimental results given above and also clearly show the mechanism of the ED 

transition from Ti 1s to the off-site 3d states. Figure 5.43 is the calculated Ti 1s 

pre-edge XAS spectra for the 0° (solid curve) and 45° (dashed curve) geometries. For 

calculations of the EQ transitions from Ti 1s to Ti 3d(t2g) and 3d(eg) states, the CTM 

calculation is made with a TiO6 cluster model, but for ED transitions, the partial 

 density-of-states (DOS) of p-symmetric excited states obtained by LCAO calcula-

tions for a Ti445O890 cluster model is used. In the inset of Figure 5.43, we see weak 

p-symmetric DOS (indicated by P state) below the Ti 4p main band and superposed 

on the Ti 3d(t2g) and 3d(eg) bands. These p-symmetric states include weak 4p wave 

functions on the central Ti site (core excitation site), so that they are weakly allowed 

by the ED transition from the Ti 1s states in the pre-edge region, but the main weight 

FIGURE 5.42 Experimental results of the Ti 1s2p2p RAES (1D2) spectra in the pre-edge 

excitation region of TiO2 measured in the 0° (left panel) and 45° (right panel) geometries. 

(Reprinted with permission from Danger, J., et al., Phys. Rev. Lett., 88, 243001, 2002. 

Copyright 2002 by the American Physical Society.)
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of the wave function consists of Ti 3d states  outside of the central Ti site (therefore 

they are denoted by the off-site 3d states). The mixing of the off-site 3d and on-site 

4p states is caused by the covalence hybridizations of Ti 4p–O 2p and O 2p–Ti 3d 

states. In the calculation of XAS by the ED transition, the single particle excitation 

of Ti 1s to off-site 3d states is made with the partial DOS of the P state in the inset of 

Figure 5.43, but the screening effect of the core hole potential after the single particle 

transition is made by the TiO6 cluster mode (similar to the Ti 2p XPS of TiO2). Since 

the photo-excited 3d electron in the EQ transition screens the core hole potential 

more strongly than the O 2p–Ti 3d charge transfer in the ED transition, the pre-edge 

XAS spectra of the EQ transition is lower in energy by about 2 eV than that of 

the ED transition, and this is the reason that the EQ transition to the Ti 3d(eg) state 

FIGURE 5.43 Calculated results of the Ti 1s pre-edge XAS spectra for 0° (solid) and 45° 

(dashed) geometries. The vertical bars correspond to the positions of incident photon energies 

used in Figures 5.42 and 5.44. The inset is the projected DOS of a Ti445O890 cluster obtained by the 

LCAO method with Ti 3d, 4p, and O 2p states. (From Uozumi, T., Kotani, A., and Parlebas, J.C., 

J. Electron Spectrosc. Relat. Phenom., 137–140, 623, 2004. With permission from Elsevier Ltd.)
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overlaps with the ED transition to the Ti off-site 3d(t2g) state to form a single XAS 

peak A2. For the calculations of the Ti 1s XAS in the pre-edge region, see Joly et al. 

(1999) and Shirley (2004).

The calculated results of the Ti 1s2p2p RAES are shown in Figure 5.44 (Uozumi 

et al., 2004). They are in good agreement with the experimental results (Figure 5.42), 

and it is confi rmed that the RAES method is a powerful tool to discriminate the EQ and 

ED contributions in the pre-edge of Ti 1s XAS. It is also confi rmed that since the off-site 

Ti 3d states are extended spatially similar to the Ti 3d band, the Auger spectra will 

behave as the NAES spectra (with a constant kinetic energy of the Auger electron) above 

the threshold (A2), but below the threshold the Auger process is virtual and the RAES 

spectra will behave as the Raman-like spectra (with a constant binding energy).

Finally, it is to be remarked that the coexistence of the EQ transition to the on-site 

3d state and the ED transition to the off-site 3d state in the pre-edge region of TM 1s 

XAS is more or less commonly observed in many TM compounds. We will discuss 

some examples in cuprates, and Co and Fe compounds in Chapter 8, where we will 

show that the RXES spectra are also a very powerful means to detect the EQ and ED 

excitations separately. It should be mentioned that TiO2 is the so-called band insulator, 

but most other TM compounds are charge-transfer type or Mott–Hubbard type insu-

lators, where the off-site 3d states correspond to the upper-Hubbard band above the 
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FIGURE 5.44 Calculated results of the Ti 1s2p2p RAES (1D2) spectra in the pre-edge 

 excitation region of TiO2 for the 0° (left panel) and 45° (right panel) geometries. (From 

Le Fevre, P., et al., J. Electron Spectrosc. Relat. Phenom., 136, 37, 2004. With permission 

from Elsevier Ltd.)
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correlation gap, and the electron correlation effect is essential in describing 

the ED transition to the off-site 3d states.

5.6 HARD X-RAY PHOTOEMISSION SPECTROSCOPY

Hard x-ray photoemission spectroscopy (HAXPS) is a recent addition to XPS spec-

troscopy. HAXPS is a bulk-sensitive prove, which is a very important advantage 

over the soft x-ray photoemission so far treated, but it has been diffi cult to obtain 

high-resolution experimental data with HAXPS. Very recently, it became possible 

to measure high-resolution HAXPS due to improved technology. 

5.6.1 2p HAXPS OF CUPRATES

Taguchi et al. (2005a) recently measured the Cu 2p3/2 HAXPS spectra for La2CuO4 

(LCO), hole-doped La1.85Sr0.15CuO4 (LSCO), Nd2CuO4 (NCO), and electron-doped 

Nd1.85Ce0.15CuO4 (NCCO) using a photon energy of h- Ω = 5.95 keV. The results for 

NCCO, LCO, and LSCO are shown in Figure 5.45 with the solid curves. The results 

are compared with those measured with a photon energy of Ω = 1.5 keV (soft x-ray) 

as shown by the dash-dotted curves in Figure 5.45. The HAXPS spectra are bulk-

sensitive with a proving depth of about 60 Å, while the proving depth of the soft x-ray 

PES is about 15 Å, and so the results are surface-sensitive. The most remarkable 

 fi nding in HAXPS experiments is the occurrence of an anomalously strong peak 

(indicated by α in Figure 5.45) in Cu 2p XPS of electron-doped Nd1.85Ce0.15CuO4. 

This peak is almost absent in the soft x-ray experiments. In strong contrast to this, no 

such anomalous peak is observed for hole-doped La1.85Sr0.15CuO4 where the differ-

ence between hard and soft x-ray experiments is much smaller (Taguchi et al., 2005a). 

For undoped La2CuO4, some differences are observed between hard and soft x-ray 

experiments. It will be interesting to investigate and learn about the origin of the 

FIGURE 5.45 Comparison between Cu 2p HAXPS (solid) and soft-x-ray-PES (dash- dotted) 

for electron doped Nd1.85Ce0.15CuO4, undoped La2CuO4, and hole doped La1.85Sr0.15CuO4. 

(Reprinted with permission from Taguchi, M., et al., Phys. Rev. Lett., 95, 177002, 2005a. 

Copyright 2005 by the American Physical Society.)
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anomalous peak α in Nd1.85Ce0.15CuO4 and why such an anomalous peak is almost 

absent in La1.85Sr0.15CuO4.

Taguchi et al. (2005a) undertook a simple theoretical analysis for the HAXPS data 

that was based on the SIAM calculations of undoped La2CuO4 and Nd2CuO4 with a 

charge-transfer energy Δ = 3.6 and 3.0 eV, respectively. Also, for doped systems 

La1.85Sr0.15CuO4 and Nd1.85Ce0.15CuO4, they took into account an additional charge-

transfer effect from extra metallic states at the Fermi level to the Cu 3d states with the 

charge-transfer energy Δ*. The value of Δ* (1.35 eV for La1.85Sr0.15CuO4 and 0.25 eV for 

Nd1.85Ce0.15CuO4) and the strength of the extra charge transfer were treated as adjust-

able parameters to fi t the calculated spectra with the experimental ones. The anomalous 

peak in Nd1.85Ce0.15CuO4 is thought to originate from this additional charge-transfer 

effect that corresponds to the metallic screening of the core hole potential by doped 

electrons. The calculated spectra are shown in the lower panel of Figure 5.46, com-

pared with the experimental results in the upper panel. For hole-doped La1.85Sr0.15CuO4 

(dash-dotted), the metallic screening effect is assumed to be much weaker by taking a 

small charge-transfer strength; however, a weak shoulder at the highest binding energy 

of the calculated spectrum is due to this effect. The value of Δ* for La1.85Sr0.15CuO4 is 

slightly larger than the band gap (about 1.0 eV for both La2CuO4 and Nd2CuO4) and for 

Nd1.85Ce0.15CuO4 it is much smaller than the band gap. This means that the extra metal-

lic state in La1.85Sr0.15CuO4 occurs near the top of the O 2p valence band while that in 

Nd1.85Ce0.15CuO4 occurs near the bottom of the upper Hubbard band. See Section 5.8 

for a more detailed analysis of these experimental data.

5.6.2 2p HAXPS OF V2O3 AND La1−XSrxMnO3

A HAXPS experiment on V2O3 has been performed by Taguchi et al. (2005b) and by 

Panaccione et al. (2006). Large variations were shown in the 2p XPS spectra of V2O3 

FIGURE 5.46 Comparison between calculated (lower part) and experimental (upper part) 

results of the Cu 2p XPS for Nd1.85Ce0.15CuO4 (solid) and La1.85Sr0.15CuO4 (dash-dotted). 

(Reprinted with permission from Taguchi, M., et al., Phys. Rev. Lett., 95, 177002, 2005a. 

Copyright 2005 by the American Physical Society.)
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through its magnetic phase transition. In addition, these HAXPS experiments have 

better resolved structures than the V2O3 spectra that were analyzed by Uozumi et al. 

(1997). The 2p XPS spectrum of V2O3 as measured with Al Ka (1486 eV) is shown in 

Figure 5.47c. If measured with 5934 eV in an HAXPS experiment, the 2p3/2 peak 

reveals signifi cant structure, as shown in Figure 5.47a and 5.47b (Panaccione et al., 

2006). Interestingly, the structure on the low-binding energy side is very sensitive to the 

phase transition. These sharp structures disappear for V2O3 samples with poorer quality, 

indicating that they are related to the coherent peak at the Fermi level (Panaccione et 

al., 2006). Taguchi et al. (2005b) made theoretical calculations of these spectra with 

their model being very similar to their analysis of cuprates (in the preceding subsec-

tion), and concluded that the extra structure observed in the high-temperature phase 

(paramagnetic metal phase) originates from the metallic screening effect. 

Horiba et al. (2004) measured the Mn 2p HAXPS spectra of La1−xSrxMnO3 

(LSMO) thin fi lm and detected a clear additional feature that is absent in the Mn 2p 

XPS with soft x-ray (incident energy about 1 keV). The doping- and temperature-

dependence of this additional feature were measured and it was found that the 

 intensity of the feature is maximum around x = 0.2 and it is much sharper at 40 K 

than at 300 K. After simple model calculations similar to those for V2O3 and cuprates, 

they assigned this feature as originating from the metallic screening effect. Incidently, 

van Veenendaal (2006) gave a different interpretation based on the nonlocal screening  

effect calculated with a multi-Mn-site cluster model.

5.6.3 Ce COMPOUNDS: SURFACE/BULK SENSITIVITY

Before discussing the HAXPS spectra of Ce compounds, some descriptions of the 

surface/bulk sensitivity in XPS of Ce compounds are given. As expected from the 

FIGURE 5.47 The 2p XPS spectrum of V2O3 as measured (a) with HAXPS at 190 K, (b) with 

HAXPS at 145 K, (c) with normal XPS, and (d) calculated with the CTM model. The normal 

XPS data are taken at 1486 eV and the HAXPS data at 5934 eV. (From Uozumi, T., et al., 

J. Electron Spectrosc. Relat. Phenom., 83, 9, 1997; Panaccione, G., et al., Phys. Rev. Lett., 97, 

116401, 2006. With permission from Elsevier Ltd.)
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experiments shown in Section 5.5.3, the 4d XPS of RE systems is surface sensitive, 

and the 3d XPS is more bulk sensitive. According to studies by Laubschat et al. 

(1990) and by Braicovich et al. (1997), the surface state of mixed valence (or valence 

fl uctuating) Ce intermetallic compounds (CeRh3, CeFe2, and so on), is not in mixed 

valence but is almost trivalent with a nearly 4f 1 confi guration. Furthermore, the Ce 

3d XPS with conventional x-ray sources still has considerable surface sensitivity. 

To be precise, therefore, the analysis of 3d XPS described so far in this chapter 

should be revised by taking into account the surface contribution. Usually, the 

 correction is not very dramatic and, for instance, the average 4f electron number nf 

in the bulk ground state of CeNi2 would be changed from 0.81 to about 0.7.

In the following, an analysis is given of 3d XPS of CePd7 (Iwamoto et al., 1995), 

which is a mixed valence intermetallic Ce compound with an extremely strong 

hybridization and, as a result, a severe surface effect. As it is well known that Ce L3 

XAS is bulk sensitive, so the bulk parameter values of the SIAM are fi rst estimated 

by analyzing the Ce L3 XAS of CePd7. For this purpose, we add the Ce 5d conduction 

band states to the Hamiltonian H0 of Equation 3.106 of Chapter 3:
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Here, the Coulomb interaction Ufd between the 5d and 4f electrons is taken into 

account along with the attractive core hole potential –Udc acting on the 5d electron, 

and the core hole potential –Ufc. The Ce L3 XAS spectrum is calculated by 
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where the states | 0 〉 (with energy E0) and | f 〉 (with energy Ef) are eigenstates of the 

Hamiltonian Ĥ0 and Ĥ, respectively. 

The calculated (solid curve) (Iwamoto et al., 1995) and experimental (squares) 

(Beaurepaire et al., 1993a) results are shown in Figure 5.48 where the dashed curve 

is the background contribution used in the calculation. With the bulk parameter val-

ues (Table 5.6), the Ce 3d XPS spectrum is calculated as shown with the dashed 

curve in the lower panel of Figure 5.49. Then the surface parameter values and the 

weight of the surface/bulk contributions are determined so as to obtain the best 

agreement between theory and experiment. Here the surface parameter values are 

chosen to keep the surface Ce ion almost trivalent instead of mixed valent, as shown 

in Table 5.6. Then the experimental 3d XPS spectrum (squares in the upper panel) 

is interpreted as a superposition of 62.5% bulk (dashed curve) and 37.5% surface 

(dotted curve) contributions (Iwamoto et al., 1995). For the bulk contribution of the 

3d XPS spectrum, we have a three-peak structure (for each of the 3d5/2 and 3d3/2 
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 components), which originates from the Ce 4f 0, 4f1, and 4f 2 confi gurations, while 

only two peaks are recognized for the Ce L3 XAS, which are usually assigned as 

the Ce 4f0 and 4f1 confi gurations (Figure 5.48). Then, it is interesting to see where the 

4f 2 contribution is in the L3 XAS. According to the present calculation, the 4f 2 

 confi guration in the L3 XAS spectrum is merged into the 4f1 peak (lower energy 

peak in Figure 5.48), instead of being resolved as a third structure. In order to merge 

these two contributions easily, from a theoretical point of view, the Coulomb inter-

action Ufd and the core hole potential –Udc play an important role. By the effect of 

–Udc, the photoexcited 5d electron is more and less localized, and then the energy 

separation between 4f1 and 4f2 confi gurations is decreased approximately by Ufd 

FIGURE 5.48 Calculated (solid curve) and experimental (open squares) Ce L3 XAS spectra 

of CePd7. The dashed curve represents the background contribution. (From Iwamoto, Y., 

Nakazawa, M., Kotani, A., and Parlebas, J.C., J. Phys. Cond. Matt., 7, 1149, 1995. Reprinted 

with permission from IOP Publishing Ltd.)

TABLE 5.6
4f Level εf

0 (Measured from the Fermi Level εF) 
and the Hybridization Strength V Used in 
the Analysis of Ce L3 XAS and 
3d XPS of CePd7

CePd7 Surface Bulk

e0
f − eF (eV) −2.5 −0.7

V (eV)  0.4  0.6

nf   0.94   0.57

Note: The average 4f electron number nf is also listed for the 

bulk and surface states.
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(which is  chosen to be about 1 eV). The importance of Ufd and −Udc has been  discussed 

in Chapter 3 for insulating Ce compounds. However, their effect is much less severe 

for intermetallic Ce compounds and a more careful check for the role of Ufd and −Udc 

is needed.

In the next subsection, it is shown that the hard x-ray resonant photoemission is 

a powerful tool for directly detecting the 4f 2 confi guration in the Ce L3 XAS and for 

 confi rming the important role of Ufd.

5.6.4 RESONANT HAXPS OF Ce COMPOUNDS

We consider RXPS with hard x-ray (denoted by RHAXPS) in the Ce 2p3/2-5d excita-

tion threshold and Ce 2p3d5d Auger decay of a mixed valence compound CeRh3. 

The fi nal state of this resonance process is the same as that of the direct process of 

Ce 3d XPS, thus the two processes interfere with each other. Experimental observa-

tions of this type of Ce 2p5d RHAXPS were made by Le Fèvre et al. (1998) and 

were analyzed theoretically by Ogasawara et al. (2000). The formula of RPES given 

in Section 5.5.1 can also be applied to this case simply by assigning the states | α 〉 
and | εβ 〉, respectively, to the intermediate states of the Ce 2p3/2-5d excitation and the 

fi nal states of the Ce 3d XPS. Figure 5.50 shows (a) experimental and (b) calculated 

FIGURE 5.49 Calculated results of the total (solid curve), bulk (dashed curved) and surface 

(dotted curve) contributions to the Ce 3d XPS spectrum of CePd7. The experimental result is 

shown with open squares. (From Iwamoto, Y., Nakazawa, M., Kotani, A., and Parlebas, J.C., 

J. Phys. Cond. Matt., 7, 1149, 1995. Reprinted with permission from IOP Publishing Ltd.)
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results of the Ce L3 XAS spectra of CeRh3. The method of calculation is similar to 

that for CePd7 in the preceding subsection, but now the effect of intra-atomic multi-

plet coupling is fully taken into account. To make the full multiplet calculation 

tractable, the Rh 4d and Ce 5d bands are approximated by a single level. In this 

 calculation, the average 4f electron number nf in the bulk ground state is estimated 

to be 0.68. The Ce 2p5d RHAXPS spectra were measured for the incident photon 

energies fi xed at the positions shown with vertical bars in Figure 5.50a. The results 

are shown in Figure 5.51a and the calculated results of the Ce 2p5d RHAXPS are 

shown in Figure 5.51b.

From Figure 5.51, we fi nd that the bulk sensitive Ce 2p-5d RHAXPS spectra 

(energy distribution curves) exhibit three peaks a, b, and c (d, e, and f) corresponding 

to the 4f 0, 4f1, and 4f 2 confi gurations for the 3d3/2 (and 3d5/2) core level, although 

peaks c and d are overlapping with each other. The calculated results are in good 

agreement with the experimental ones, and the peaks A, B, C, D, E, and F correspond 

to the experimental ones, a, b, c, d, e, and f, respectively. Since the characters of 

the Ce 2p5d RHAXPS peaks are clear, by taking the constant initial state (CIS) 

 spectra, we can clearly assign the character of each feature in the Ce L3 XAS, and 

furthermore, from the analysis of CIS we can clarify the role of the Coulomb interac-

tion Ufd. In taking the CIS spectra, the binding energies of the Ce 2p5d RHAXPS are 

fi xed at a, e, and f in experiments (at A, E, and F in the calculation), which correspond 

to the 4f0, 4f1, and 4f2 confi gurations, and the change of the Ce 2p5d RHAXPS inten-

sity is measured (and calculated) as a function of the incident photon energy.

5700 5720 5740 5760 –180 –160 –140

Photon Energy (eV)

In
te

ns
ity

 (
ar

b.
un

its
)

CeRh3

f1
f0

f1
f0

(a) (b)

0

FIGURE 5.50 The Ce L3 XAS spectra of CeRh3; the experimental result is shown in (a), 

and the calculated one in (b). In the calculation, the line spectrum represents the calculated 

intensity, the dotted line their convolution with a Lorentzian of width 4.0 eV (HWHM), and the 

dashed curve is the background contribution. (Reprinted with permission from Ogasawara, H., 

Kotani, A., Le Fevre, P., Chandesris, D., and Magnan, H., Phys. Rev. B, 62, 7970, 2000. 

Copyright 2000 by the American Physical Society.)
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The results are shown in Figure 5.52 where the experimental results are shown 

in (a) and the calculated ones in (b). The CIS spectra for a, e, and f (A, E, and F) 

exhibit the so-called Fano resonance at the incident photon energy corresponding to 

the 4f0, 4f1, and 4f2 contributions in the fi nal state of the L3 XAS, as shown with the 

dotted lines. It is seen that the two peaks of L3 XAS correspond to the 4f0 and 4f1 

 confi gurations, whereas the 4f2 confi guration exists just below the 4f1 peak although 

it is not recognized as an additional structure in the L3 XAS.

The existence of a hidden 4f2 component on the lower energy side of the 4f1 

peak was pointed out by Bianconi et al. (1984), Schneider et al. (1985), and Kotani 

and Jo (1986), but this Ce 2p5d RHAXPS was the fi rst direct observation of the 4f2 

contribution. More recently, the detection of the 4f 2 contribution in the L3 XAS for 

Ce-Th and Ce-Sc alloys has been reported by Rueff et al. (2004), taking advantage 

of resonant x-ray emission spectroscopy (see Chapter 8).

It is to be remarked that the analysis of the CIS of the Ce 2p5d RHAXPS gives 

evidence for the existence of Ufd. In the calculations shown in Figures 5.50 through 

5.52, the effect of Ufd (= 2.5 eV) was taken into account. In order to confi rm the 

important role of Ufd, we show in Figure 5.53, the calculated results of XAS and CIS 

with Ufd = 0.0 eV. It is seen that the incident photon energy of the Fano resonance in 

the CIS of the 4f 2 component shifts, compared with Figure 5.52, to the lower energy 

side. It is clear that the agreement with experiment is better in Figure 5.52b than in 

Figure 5.53.
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FIGURE 5.51 Energy distribution curves of Ce 3d RHAXPS in CeRh3; the experimental 

results are shown in (a), and the calculated ones in (b). The resonance photon energies are 

indicated as bars in Figure 5.50. (Reprinted with permission from Ogasawara, H., Kotani, A., 

Le Fevre, P., Chandesris, D., and Magnan, H., Phys. Rev. B, 62, 7970, 2000. Copyright 2000 

by the American Physical Society.)
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Before closing this section on HAXPS, we would like to mention briefl y some 

HAXPS measurements for mixed valence Yb compounds. Sato et al. (2004) measured 

the temperature-dependence of the Yb 3d HAXPS spectra of YbInCu4, which exhibits 

an abrupt valence change at around 42 K. They have shown that the Yb 3d HAXPS is 

a powerful method to estimate the valence of Yb with high accuracy, and obtained the 

following results: the Yb valence number of YbInCu4 is about 2.90 from 220 down 

to 50 K and about 2.74 at 30 K to 10 K. Similar measurements of the Yb valence 

of YbInCu4 will also be shown in Chapter 8 using the RXES technique, instead of 

HAXPS. In addition, Suga et al. (2005b) measured the Yb 3d HAXPS spectra 

of YbAl3 and discussed the temperature-dependence of the Yb valence number.

5.7 RESONANT INVERSE PHOTOEMISSION SPECTROSCOPY

As mentioned in Chapter 2, the inverse photoemission spectroscopy (IPES) is the 

inverse process of the photoemission spectroscopy (PES). In PES, a photon is inci-

dent on a material sample and an electron is emitted from the sample. In IPES, an 

electron is incident on the sample and a photon is emitted from that. The RIPES is 

the inverse process of RPES and the incident electron energy resonates with a core 

electron excitation energy in RIPES, while the incident photon energy resonates with 

a core electron excitation energy in RPES.

FIGURE 5.52 Constant initial state spectra of the Ce 3d RHAXPS; the experimental results 

are shown in (a), and the calculated ones in (b). f0, f1, and f2 correspond to the peaks, a, e, and 

f (A, E, and F) in Figure 5.51, respectively. (Reprinted with permission from Ogasawara, H., 

Kotani, A., Le Fevre, P., Chandesris, D., and Magnan, H., Phys. Rev. B, 62, 7970, 2000. 

Copyright 2000 by the American Physical Society.)
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To make the situation clearer, let us consider the IPES and PES of a RE with 4fn 

ground state, and RIPES and RPES at the 4d to 4f excitation threshold. IPES and 

PES processes are represented by

 4 4
1

f f
n ne+ Æ ++ �w,  (5.48)

 4 4
1

f f
n n e+ Æ +-�W ,  (5.49)

respectively, and RIPES and RPES processes are, respectively, represented by

 4 4 4 4
9 2 1

f d f f
n n ne+ Æ Æ ++ + �w , (5.50)

 4 4 4 4
9 1 1

f d f f
n n n e+ Æ Æ ++ -�W ,  (5.51)

where e, Ω, and ω represent the incident (and also emitted) electron, the incident 

photon and emitted photon, respectively. It should be noted that the processes given 

by Equations 5.48 and 5.50 (Equations 5.49 and 5.51) interfere in the RIPES (RPES) 

spectrum.

Experimental measurements of RIPES of mixed valence Ce compounds (CeRh3, 

CeNi2, CePd3, CePd7, and so on), were made by Kanai et al. (1997, 1999, 2001) for 

the Ce 4d edge and by Weibel et al. (1994) and Grioni et al. (1995, 1997) for the 

Ce 3d edge. These experimental data were analyzed theoretically by Tanaka and 

FIGURE 5.53 Calculated results of CIS spectra of the Ce 3d RHAXPS with vanishing Ufd. 

(Reprinted with permission from Ogasawara, H., Kotani, A., Le Fevre, P., Chandesris, D., and 

Magnan, H., Phys. Rev. B, 62, 7970, 2000. Copyright 2000 by the American Physical Society.)
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Jo (1996) and Uozumi et al. (2002) by CTM calculations with the SIAM. Here, 

we give the results by Uozumi et al. and compare them with the experimental data. 

The calculation of RIPES spectra FRIPES(ε, ω) is made using the expression
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where | g 〉 and |  f 〉 are, respectively, the ground and fi nal states of the material 

system with energy Eg and Ef, ε and ω are the energies of the incident electron and 

the emitted photon, respectively, H is the Hamiltonian of the material system, Γ is 

the lifetime broadening of intermediate states, and VR and VA are the operators of 

radiative and Auger transitions, respectively.

In Figure 5.54, we show the calculated RIPES spectra of CeRh3 around the 

 prethreshold region of the Ce 4d edge. For the incident electron energy e (which is 

written as Eex in Figure 5.54) below about 140 eV, the 4d to 4f excitation is called 

 prethreshold resonance, which is very similar to the prethreshold excitation of Ce 4d 

XAS. Since the RIPES is a surface-sensitive spectroscopy, the calculation of RIPES 

spectra are made for the bulk (dashed curves in Figure 5.54) and surface (dotted 

curves) states of CeRh3 separately, and the two spectra are superposed with the 

weight of 50% and 50% to obtain the total spectra (solid curves). As in the case of 

CePd7 (see Section 5.6.3), ef − eF and V are assumed to be different for the bulk and 

surface states, and taken for CeRh3 as: ef − eF = −1.2 eV (bulk) and −1.7 eV (surface), 
V = 0.54 eV (bulk) and 0.36 eV (surface). The bulk parameter values are similar to 

those used in Section 5.6.4, and for both bulk and surface calculations the ground, 

intermediate and fi nal states, respectively, are described by a linear combination of 

f0, f1, and f2 confi gurations, by that of f 2 and f3 confi gurations, and by that of f1, f 2, 

and f3 confi gurations. 

The two RIPES structures, (1) 0−2 eV and (2) 3−9 eV above the Fermi level in 

Figure 5.54 originate from the 4f1 and 4f2 fi nal states, respectively. In each of (1) and 

(2), we see that the bulk and surface contributions have somewhat different peak 

energy because of the different parameter values ef − eF and V. Especially for the 4f2 

contribution (2), the surface contribution is in the considerably lower energy side 

than the bulk contribution, and this is caused mainly by the lowering of the 4f level 

ef in the surface state.

In order to see the resonance behavior of the RIPES spectra, we show in 

Figure 5.55, the calculated results of the integrated RIPES intensities of the 4f1 

and 4f2 fi nal states as a function of the excitation energy (Eex) for (a) total, (b) sur-

face, (c) bulk contributions, and (d) compare them with the experimental results. 

The two resonant enhancements at around Eex = 107 eV and 112 eV of the 4f 1 fi nal 

state are caused by the RIPES process of Equation 5.50 with n = 0. Since the 

weight of the 4f0 confi guration is larger for the a-like bulk state than for the g -like 

surface state, the resonant enhancement of the 4f1 fi nal state is stronger for 

the bulk contribution than for the surface contribution. On the other hand, the 

RIPES intensity of the 4f2 fi nal state is due to the process of Equation 5.50 with 
n = 1, so that it is  stronger for the surface contribution than the bulk contribution. 
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The behavior of the calculated total RIPES intensity (a) is in good agreement with 

the experimental one (d).

For an incident electron energy larger than about 114 eV, the strong resonant 

enhancement of RIPES occurs and is called the giant resonance as in the case of Ce 

4d XAS. The theoretical and experimental spectra in the giant resonance region of 

Ce 4d RIPES are shown in (a) and (b) of Figure 5.56, and they are in good agreement 

with each other. Before this calculation, Kanai et al. (1999) made a theoretical analy-

sis of the experimental data (Figure 5.56b) with the SIAM but assumed only one set 

of parameter values disregarding the surface contribution. In order to get the best fi t 

with the experiment, they used the parameter values of the SIAM that is intermediate  

between the present bulk and surface parameters. However, there remained two 

problems in the calculation: (i) the energy position of the 4f 2 structure is higher by 

about 1.5 eV than the experimental result; (ii) the average number of 4f electrons in 

the ground state is about 1.0, unexpected with the mixed valence character of CeRh3. 

The two problems are resolved by the calculations of Figure 5.56a where the bulk 

and surface contributions are taken into account.

FIGURE 5.54 Calculated RIPES spectra of CeRh3 around the prethreshold region of the Ce 

4d edge. The total spectra (solid curves) for various excitation energies Eex are obtained by a 

superposition of the surface (dotted curve) and bulk (dashed curves) contributions. (Reprinted 

with permission from Uozumi, T., et al., Phys. Rev. B, 65, 45105, 2002. Copyright 2002 by the 

American Physical Society.)
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Uozumi et al. (2002) also analyzed, with the same SIAM model, the RIPES 

spectra measured by Grioni et al. (1995, 1997) around the Ce 3d edge of CeRh3. The 

excitation energy dependence of the integrated intensities of 4f1 and 4f2 RIPES fi nal 

states is shown in Figure 5.57. Since the Ce 3d RIPES is less surface-sensitive than 

the Ce 4d RIPES, the bulk and surface contributions are superposed with the weight 

of 70% and 30%, respectively, to obtain the total spectra, which are in good agree-

ment with the experimental results shown in the inset of Figure 5.57. The most 

important point of this calculation is that the 4f2 peak position of the surface contri-

bution is lower in energy than that of the bulk contribution. Before this analysis, 

Tanaka and Jo (1996) analyzed theoretically the same experimental results by 

Grioni et al. (1995) with the SIAM, but assuming only one set of parameter values 

disregarding the surface contribution. Their parameter values are almost consistent 

with the mixed valence character in the ground state of CeRh3. However, they 

claimed that the hybridization strength between the 4f 2 and 4f 3 confi gurations in 

the intermediate state should be drastically reduced to about 50% of that between 

FIGURE 5.55 Excitation energy dependence of the integrated RIPES intensities of 4f1 

(solid circles) and 4f2 (open circles) fi nal states in the prethreshold region of the Ce 4d RIPES 

spectra. The calculated results of (a) total, (b) surface, and (c) bulk contributions are com-

pared with the experimental results (d). (Reprinted with permission from Uozumi, T., et al., 

Phys. Rev. B, 65, 45105, 2002. Copyright 2002 by the American Physical Society.)
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the 4f0 and 4f1 confi gurations (V) in the ground state. As the reason for this drastic 

reduction of V, they pointed out that the potential of the 3d core hole in the interme-

diate state makes the radial extension of the 4f wave function smaller, which causes 

the reduction of V. They also pointed out that if one disregards this reduction of V 
by the core hole effect the separation of Eexc between 4f1 and 4f2 peaks (correspond-

ing to the 3d94f2 and 4d94f3 intermediate states) should be much larger than the 

experimental value of 3 eV (see the inset of Figure 5.57).

However, the drastic reduction of V in the intermediate state is not consistent 

with a fi rst principle calculation for α−Ce by Gunnarsson and Jepsen (1998). In the 

SIAM calculations of XPS, XAS, and XES, the confi guration-dependent V is often 

treated by introducing scaling factors Rc and Rv. The hybridization strength V, defi ned 

as that between 4f0 and 4f1 confi gurations, is scaled by Rc when a core hole is created 

and is scaled by 1/Rv
m when m electrons are added to 4f states. The standard values of 

Rc and Rv are 0.7–0.8 and 0.8–0.9, respectively, and Uozumi et al. (2002) used 

(Rc, Rv ) = (0.7, 0.8) for the analysis of RIPES of CeRh3, which are the same values as 

those used by Ogasawara et al. (2000) in the analysis of RHAXPS of CeRh3. With 

these values, the hybridization strength between 3d94f2 and 3d94f3 confi gurations in 

the intermediate state of RIPES is given by (Rc/Rv
2 )V = 1.1V, so that V is slightly 

enhanced contrary to the drastic reduction. 

FIGURE 5.56 Calculated (a) and experimental (b) RIPES spectra of CeRh3 around the 

Ce 4d giant resonance region. The total spectra (solid curves) in (a) are obtained as a super-

position of the surface (dotted curves) and bulk (dashed curves) contributions with the 

weight of 50% and 50%. The off-resonance IPES spectra are also shown in the bottom of 

(a) and (b). (Reprinted with permission from Uozumi, T., et al., Phys. Rev. B, 65, 45105, 

2002. Copyright 2002 by the American Physical Society.)
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Actually, the difference of excitation energies ΔEex of the two peaks (4f1 and 4f2 

fi nal states) in the RIPES is roughly given by

 
DE U U N R R Vf F fc ff f c vex = - - + + -( ) ( )( / ) .e e 2 4 2

2 2 2 2  (5.53)

Therefore, ΔEex is larger for bulk than for surface mainly because the value of V is 

larger. The values of ΔEex in Figure 5.57 is 4.5 eV for bulk and 2.8 eV for surface, to 

FIGURE 5.57 Excitation energy dependence of the integrated RIPES intensities of 4f1 

(solid circles) and 4f2 (open circles) fi nal states around the Ce 3d edge of CeRh3. The  calculated 

results of (a) total, (b) surface, and (c) bulk contributions are compared with the experimental 

results shown in the inset. (Reprinted with permission from Uozumi, T., et al., Phys. Rev. B, 

65, 45105, 2002. Copyright 2002 by the American Physical Society.)
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reproduce the experimental value ΔEex = 3.0 eV. In order to reproduce the experi-

mental value only by the bulk parameter values, it is necessary to take a drastic 

reduction of V by assuming Rc/Rv
2 about 50% as concluded by Tanaka and Jo, but this 

is quite unphysical. 

Experimental and theoretical studies of RIPES have also been made for TM 

compounds at the 2p edge. Here we only refer the papers by Tezuka and Shin (2004) 

and by Tanaka and Jo (1997).

5.8 NONLOCAL SCREENING EFFECT IN XPS

The SIAM (and the cluster model including a single metal ion) has been most suc-

cessfully applied to the theoretical analysis of XPS spectra (and other core level 

spectra) in f and d electron systems, especially in 4f electrons of RE systems. For 3d 

TM compounds, the spatial extension of 3d electrons is larger than that of the RE 4f 

electrons, so that we need sometimes to treat a model including many TM ions, such 

as multiple-site cluster model.

The importance of a nonlocal screening effect with the large cluster model 

beyond the SIAM was fi rst pointed out by van Veenendaal and Sawatzky (1993, 

1994) and van Veenendaal et al. (1993) for NiO and cuprates. In Figure 5.58, the 

results of their  calculations (van Veenendaal and Sawatzky, 1993) are shown. The top 

curve is the Ni 2p3/2 XPS of NiO calculated with the Ni7O36 cluster model (see inset), 

compared with the experimental spectrum (solid with symbols). In order to reduce 

the size of the calculation, the holes of the NiO6 clusters are frozen onto the Ni atom, 

except for the central Ni atom, which contains a core hole, and the multiplet coupling 

FIGURE 5.58 (a) The experimental Ni 2p3/2 XPS spectrum of NiO (solid, with circles) 

compared with (b) a Ni7O36 cluster model calculation (solid). At the bottom (c), the calculated 

Cu 2p XPS spectrum for a Cu3O10 cluster is given. (Reprinted with permission from van 

Veenendaal, M.A., and Sawatzky, G.A., Phys. Rev. Lett., 70, 2459, 1993. Copyright 1993 by 

the American Physical Society.)
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effect is disregarded. The most important point is that the main peak with the lowest 

binding energy splits into two peaks, while it is not split in the calculation with the 

NiO6 cluster model. The experimental result (Uhlenbrock et al., 1992) in Figure 5.58 

clearly shows the splitting. The main peak of Ni 2p XPS in NiO corresponds mainly 

to the 2p53d9L confi guration, but the splitting of this peak is caused by two different 

screening mechanisms: one is the local screening within the central NiO6 cluster 

as we have already considered and the other is the nonlocal screening where the 

charge transfer occurs from the neighboring NiO6 units to the central NiO6 unit. 

Therefore, in the fi nal state of the nonlocal screening, a neighboring NiO6 unit 

contains three holes because of an extra hole in addition to the two-hole ground 

state eg
2(3A2), and the three holes form a stable 2E state. Another important point 

in this calculation is that by including the nonlocal screening effect, the fi tting 

parameter values should be modifi ed compared with those in the NiO6 cluster 

model (or the SIAM). Especially, the charge-transfer energy Δ used in this calcu-

lation is 5.5 eV, which is much larger than 2.0 eV in Table 5.1. Even if we consider 

some ambiguity in the parameter fi tting, the value of Δ estimated with the present 

model should be larger than that with the NiO6 cluster model. The bottom curve 

in Figure 5.58 is the Cu 2p XPS spectrum calculated with a Cu3O10 cluster model 

with three holes corresponding to an undoped cuprate. If we calculate the Cu 2p 

XPS with a CuO4 cluster model, the lower binding energy peak (main peak) has a 

single line, but in Figure 5.58, the main peak splits into two features (a peak and 

a shoulder) because of the local and nonlocal screening effects. 

The nonlocal screening effect in the Cu 2p XPS of cuprates was studied exten-

sively by Okada and Kotani (1995a, 1997a,b, 1999a,b, 2005) and Okada et al. 

(1996). Let us consider the chain-like (1D) and layered (2D) Cu oxide systems with 

nominally divalent Cu ions. Here we consider multiple-Cu-site clusters with CuO4 

plaquettes connected to each other, sharing their corners. The Hamiltonian of the 

system is given, with the hole picture, by

 

H d d p p V d p p dd i i p j j pd ij i j j i
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where diσ
+ (pjσ

+ ) creates a hole with spin s on the ith Cu 3dx2 – y2 orbit (the jth O 2p 

orbit). The fi rst and second terms on the right-hand side of Equation 5.54 represent 

the one body energies, the third and fourth terms the hybridizations of the Cu 3d 

and O 2p orbits and of the neighboring O 2p orbits, respectively, and the fi fth and 

sixth terms are Coulomb repulsion between 3d holes and that between Cu 3d and 

core holes on the 0th site (i.e. the core-hole site). The multiplet coupling effect is 

disregarded for simplicity.

In Figure 5.59, the calculated result for a Cu7O22 linear-chain cluster is shown and 

compared with the experimental data for Sr2CuO3 (Okada et al., 1996). The parameter 

values used in this calculation are as follows: pds = −1.5 eV, ppσ = 1.0 eV, Udd = 8.8 eV, 

Udc = 7.7 eV, and Δ(≡ ep − ed) = 2.5 eV. The agreement between the theoretical and 
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experimental results is satisfactory except the multiplet structure of the satellite 

around 11 eV. The characteristic spectral shape of the main peak, with a shoulder on 

the high-energy side, originates from the local and nonlocal screening effects. For the 

lowest fi nal state, a hole pushed out from the core hole site moves to the neighboring 

CuO4 plaquette and forms a singlet state with the hole originally existing in the 

plaquette. The singlet state is called a “Zhang–Rice singlet state” (Zhang and 

Rice, 1988), while the fi nal state corresponding to the shoulder is due to the local 

screening effect.

The formation of the Zhang–Rice singlet in the fi nal state depends on the param-

eter values, especially on the charge-transfer energy Δ, so that the spectral shape of 

the main peak changes with Δ. In Figure 5.60, we show the change in the calculated 

spectra with Δ for the Cu5O16 two-dimensional cluster (see inset). Similar calcula-

tions were also made for corner-sharing and edge-sharing linear-chain clusters, 

where the nonlocal screening elect in the latter is much weaker than the former. The 

results of these model calculations were compared with experimental spectra for 

various Cu oxide systems, Bi2CuO4, CuGeO3, La2CuO4, Sr2CuO2Cl2, and so on 

(Okada and Kotani, 1997a).

Van Veenendaal and Sawatzky (1994), as well as Okada and Kotani (2005), 

studied theoretically the effect of electron and hole doping in cuprates on the Cu 2p 

XPS spectrum. In Figure 5.61, the results by Okada and Kotani (2005) calculated 

with a Cu6O18 linear-chain cluster with periodic boundary condition, are shown 

(see inset). The parameter values are Udd = 8.0 eV, Udc = 9.0 eV, and Δ = 3.5 eV. It is 

to be noted that in the electron-doped case, a remarkable peak occurs on the lower 

binding energy side of the nonlocal (indicated by ZRS) and local (indicated by d10L) 

FIGURE 5.59 Calculated result of the Cu 2p XPS spectrum of Sr2CuO3 compared with 

experimental data. The open symbols indicate the 2p1/2 XPS, the closed symbols the 2p3/2 XPS 

and the solid line the calculation including a background. (From Okada, K., and Kotani, A., 

J. Electron Spectrosc. Relat. Phenom., 78, 53, 1996. With permission from Elsevier Ltd.)
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FIGURE 5.60 Calculated Cu 2p XPS spectra for a two-dimensional Cu5O16 cluster by chang-

ing the charge-transfer energy Δ. The values of Δ and Udc are changed with a fi xed value of Δ − Udc = 

4.2 eV. (From Okada, K., and Kotani, A., J. Phys. Soc. Jpn., 66, 341, 1997b. With permission.)
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cluster with periodic boundary condition along the chain direction. (From Okada, K., and 
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15 10 5 0

Relative binding energy (eV)

In
te

ns
ity

 (
ar

b.
 u

ni
ts

)

2

1.5

1

0.5

0

Corner share Cu6O18

(a) 2/6-electron-doped

(b) 1/6-electron-doped

(c) Undoped

(d) 1/6-hole-doped

(e) 2/6-hole-doped

d10L ZRS d
10

9071_C005.indd   2159071_C005.indd   215 1/18/2008   11:14:25 AM1/18/2008   11:14:25 AM



216 Core Level Spectroscopy of Solids

screening features. This strongly suggests that the prominent peak α in the 

 experimental HAXPS spectra of Nd1.85Ce0.15CuO4 (Figure 5.45) is caused by the 

charge transfer from the metallic doped-electron states to the core hole site. In the 

 calculation by Taguchi et al. (2005a), the metallic electron states are assumed to 

occur near the bottom of the upper Hubbard band, but in the present large cluster 

calculation, the energy of the metallic doped-electron states is determined without 

any assumption.

More recently, Kotani and Okada (2006) have made detailed theoretical analy-

ses of the Cu 2p HAXPS spectra with a two-dimensional Cu6O17 cluster model 

shown in Figure 5.62b with the parameter values pds = −1.5 eV, pds = 0.5 eV, 

Udd = 8.0 eV, Udc = 8.5 eV, and Δ is taken to be 2.5 eV for Nd2CuO4 (NCO) and 

Nd1.834Ce0.166CuO4 (NCCO) and to be 3.5 eV for La2CuO4 (LCO) and La1.834Sr0.166CuO4 

(LSCO). By changing the total electron number of the system, the Cu 2p3/2 XPS 

spectra for  electron-doped, undoped, and hole-doped systems are calculated without 

introducing any adjustable parameters concerned with the carrier doping. The calcu-

lated XPS spectra are shown in Figure 5.62a, where two different Lorentzian convo-

lutions are made with Γ (HWHM) = 0.2 eV and 0.7 eV, and the results are compared 

with the experimental HAXPS results by Taguchi et al. (2005a) shown in Figure 

5.62c. The agreement between the calculated and experimental results is satisfac-

tory, although some spectral splitting in the calculated results is spurious because of 

fi nite size cluster calculations. It is seen that the anomalous peak α occurs by elec-

tron  doping, while no anomalous peak occurs by hole doping.

FIGURE 5.62 Calculated results (a) of the Cu 2p3/2 XPS for Nd2CuO4 (NCO), Nd1.834 

Ce0.166CuO4 (NCCO), La2CuO4 (LCO), and La1.834Sr0.166CuO4 (LSCO) systems with the two 

dimensional Cu6O17 cluster model indicated in (b). The results are compared with those of 

HAXPS experiments (c).

9071_C005.indd   2169071_C005.indd   216 1/18/2008   11:14:25 AM1/18/2008   11:14:25 AM



X-Ray Photoemission Spectroscopy 217

In order to clarify the assignment of the calculated XPS structures, Kotani and 

Okada took advantage of the “one-to-one correspondence” between the Cu 2p XPS 

and the Cu 3d valence PES (VPES). This one-to-one correspondence is a unique 

 feature characteristic of the well-screened fi nal state in XPS of Cu2+ systems. The 

well-screened Cu 3d fi nal state on the core-hole site is in the 3d10 confi guration due 

to the charge transfer from valence states, so that the structure of well-screened XPS 

spectra directly refl ects the VPES structure, because the extra hole is in the valence 

band and the 3d10 confi guration itself has no spectral structure. In Figure 5.63, the 

calculated results of Cu 2p XPS and VPES spectra for Nd2CuO4 and NCCO are 

shown. Since the spectral structure of VPES is well known, that of the main peak 

(well-screened peak) of 2p XPS can also be found from the one-to-one correspon-

dence. In the case of undoped Nd2CuO4, the main features of VPES correspond 

mainly to the Zhang–Rice singlet band (lower binding energy) and O 2p band (higher 

binding energy), so that the two features of the main peak of Cu 2p XPS are found to 

be the fi nal states, where the charge transfer has occurred from the Zhang–Rice 

 singlet band and from the O 2p band to the Cu 3d state on the core hole site. By 

the electron doping (Nd1.843Ce0.166CuO4), the doped electron band is formed just 

at the Fermi level, in addition to the Zhang–Rice singlet band and the O 2p band, so 

that the anomalous peak α is defi nitely found to originate from the metallic screening 

by the doped electrons. With increasing electron-doping level from 16.6% to 33.3%, 

the intensity of the doped electron band in VPES increases, giving rise to the increase 

in the intensity of the anomalous peak in 2p XPS.

Then we can understand why the anomalous peak does not occur by the 

hole doped case where the doped hole enters in the Zhang–Rice singlet band to 

decrease the weight of the Zhang–Rice singlet band in VPES. The decrease of the 

FIGURE 5.63 Comparison of the Cu 2p XPS spectra and the valence PES spectra calcu-

lated for Nd2CuO4 and NCCO with the Cu6O17 cluster model.
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Zhang–Rice singlet band intensity in VPES only weakens the intensity of the 

lowest binding energy feature (with the charge transfer from the Zhang–Rice 

singlet band to the Cu 3d state on the core hole site) of Cu 2p XPS, contrary to the 

occurrence of the anomalous peak. Within the calculations by Taguchi et al. 

(2005a), the effects of electron doping and hole doping are treated in a similar 

fashion to form extra metallic (coherent) states, and the difference in the effects 

of electron doping and hole doping on the XPS spectra results only from the dif-

ference in adjustable parameter values. The physical reason for this difference is 

made clear only by the multi-Cu-site cluster calculations. Taguchi et al. (2005a) 

also interpreted that for undoped cuprates, the Zhang–Rice singlet band should 

exist in La2CuO4 but be absent in Nd2CuO4. However, it is clearly shown by the 

Cu6O17 cluster model calculations that the Zhang–Rice singlet band exists in both 

La2CuO4 and Nd2CuO4.

5.9 AUGER PHOTOEMISSION COINCIDENCE SPECTROSCOPY

We have seen in this chapter that there are many possible experiments using an elec-

tron analyzer. Direct photoemission of the electron in XPS can be performed or the 

decay of the core hole in AES can be studied. At an XAS edge, study can be made 

of the interference effects of the resonant XAS + AES process with the direct XPS 

process, and so on. Another range of experiments is possible if the simultaneous 

measurement of two electrons is considered. An XPS electron can be measured from 

a core excitation and, in coincidence, a related Auger electron. This experiment is 

called Auger photoemission coincidence spectroscopy (APECS). APECS experi-

ments can be considered to be similar to RPES and RXES experiments. In RPES, an 

Auger electron decay energy is effectively measured in coincidence with an x-ray 

excitation energy and in RXES, an XES decay is measured in coincidence with an 

x-ray  excitation. In APECS, an Auger electron decay energy is measured in coinci-

dence with an x-ray photoelectron excitation energy. Experimentally, APECS is 

much more diffi cult than RPES and RXES. This is due to the fact that RPES and 

RXES do not actually measure any time coincidence because the x-ray excitation 

energy is set by the  synchrotron. In APECS, the excited photoelectron needs to be 

measured and the specifi c photoelectron correlated with an Auger electron. This 

implies that subsequent photoemission processes should be distinguished from each 

other by the timing of the detector.

The basic notions and implementations of APECS as applied to solids have been 

originally developed in the late 1970s (Haak et al., 1978). Although, the adaptation 

of APECS to synchrotron radiation was made by Jensen et al. in 1989, only a few 

APECS studies have been performed since then.

Figure 5.64 shows the APECS spectra of 2p XPS and 2p3d3d AES in copper 

metal as measured by Haak et al. (1978). The 2p3/2 XPS peak shows coincidence with 

the 2p3/23d3d Auger line at ∼920 eV and the 2p1/2 XPS peak shows coincidence with 

the 2p1/23d3d Auger line at ∼935 eV. The 2p1/2 XPS peak shows a  second coincidence 

peak at ∼915 eV that has been assigned to decay from 2p1/2 via Coster–Kronig decay 

to 2p3/2 and subsequently 2p3d3d AES. The Thurgate group (Thurgate et al., 1996; 

Lund et al., 1997) studied the whole 3d metal series. No detailed spectra of TM 
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oxides have been published to date. In principle, the APECS spectra of TM oxides 

would be very rich in structure, similar to RXES and RPES spectra. 

Figure 5.65 shows the relative energies of the various confi gurations for MnO. 

The ground state is dominated by 3d5 character, the core excited state by a combina-

tion of 2p53d5 and 2p53d6. In the Auger fi nal state, the lowest energy states are the 

3p43d6 and 3p43d7 states. APECS studies of 2p XPS and 3p3p AES would be ideal to 

study the various screening mechanisms that are active during the creation of the 

fi rst and the second core hole. 

APECS experiments would yield equivalent 2D plots as RPES and RXES. For 

example, Figure 5.66 is a theoretical 2D image of the 3p XPS in coincidence with 

3p3d3d AES, calculated for a pure 3d5 system. The experimental spectra of MnO 

and MnF2 show similar behavior (Bartynski, unpublished results). As mentioned 

previously, this image will be strongly affected by charge-transfer effects. It would 

be very interesting if more APECS spectra could be measured to complement the 

RPES and RXES experiments.
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FIGURE 5.64 The spectra of normal Auger (top), APECS with the 2p3/2 XPS (middle) 

and APECS with the 2p1/2 XPS (bottom). (Reprinted with permission from Haak, H.W., 

Sawatzky, G.A., and Thomas, T.D., Phys. Rev. Lett., 41, 1825, 1978. Copyright 1978 by the 

American Physical Society.)

9071_C005.indd   2199071_C005.indd   219 1/18/2008   11:14:26 AM1/18/2008   11:14:26 AM



220 Core Level Spectroscopy of Solids

3

0

5E
ne

rg
y 

(e
V

)

10

15

2p
3p3p

4 5 6
3d count

7 8

FIGURE 5.65 The energy effects of the ground state confi gurations 3d5, the 2p core hole 

states, and the double 3p core hole states.

FIGURE 5.66 The 2D image of the 3p XPS (horizontal axis) versus the 2p3d3d Auger 

(vertical axis) for a pure 3d5 system.
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5.10 SPIN-POLARIZATION AND MAGNETIC DICHROISM IN XPS

Chapter 7 deals with x-ray magnetic circular dichroism (XMCD) effects in x-ray 

absorption. Also, in photoemission, circular dichroic effects are important. They 

will be briefl y discussed in this section. An electron has its associated spin and 

instead of using circular polarized x-rays, magnetic effects can be also studied by 

measuring the spin polarized (SP) signal. Dichroism and spin polarization are 

strongly coupled to angular dependent effects as has been described in detail in the 

papers of Thole and van der Laan. This will be briefl y introduced subsequently. This 

book does not deal with valence band photoemission where circular dichroism, spin 

polarization, and especially angular dependent measurements are even more impor-

tant. For example, a major application of valence band photoemission is Fermi 

 surface mapping. In particular, the Fermi surface of the copper-oxide superconduc-

tors is often studied (Damascelli et al., 2003).

5.10.1 SPIN-POLARIZED PHOTOEMISSION

Spin-polarized photoemission studies the differences in excitation of spin-up and 

spin-down electrons in a photoemission experiment. In fi rst approximation, the spin 

polarized DOS is observed. A prerequisite is that the system under study is magne-

tized over the probed area, otherwise the spin-polarized signal cancels. This implies 

that ferromagnetic and aligned paramagnetic systems can be studied, similar to the 

use of circular polarized x-rays. A thorough review on spin-polarized photoemission 

has been written by Johnson (1997). The experimental side of spin polarized experi-

ments is far more complex than for normal photoemission. In particular, detecting 

the spin of the photoelectron is not trivial. Spin detectors invoke some kind of elec-

tron scattering process that is sensitive to the spin. One can use (a) the infl uence of 

spin–orbit coupling on the scattering of electrons or, in the case of single crystals, 

the diffraction, and (b) the infl uence of the exchange interaction in refl ection or 

transmission (Johnson, 1997).

Figure 5.67 shows a typical spin-polarized XPS spectrum for the 3s XPS of Fe. 

As discussed in Section 5.3.5, the 3s XPS spectral shape is determined by charge 

transfer, the 3s3d exchange interaction and smaller effects due to the band structure. 

The spin-polarized version of the 3s XPS can be analyzed within this framework of 

charge transfer and exchange, by performing individual calculations for an emitted 

spin-up and spin-down electron. The analysis in terms of the primitive and funda-

mental spectra as given below provides the basis for these calculations.

5.10.2 SPIN-POLARIZED CIRCULAR DICHROIC RESONANT PHOTOEMISSION

As already discussed, both spin-polarized photoemission and circular dichroism 

yield a fi nite result for ferromagnetically-ordered systems. In this respect, it was an 

interesting result when Tjeng et al. (1997) demonstrated the possibility of deriving 

spin-resolved valence band spectra for antiferromagnetic systems.

The method relies on the combined use of spin-polarized photoemission and 

XMCD in the x-ray absorption step within a resonant photoemission experiment. 

The principle of the experiment can be explained for the case of a Cu2+ ion with a 3d9 
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ground state. In the x-ray absorption step, a 2p electron is excited to the 3d hole, 

which is the transition from 3d9 to 2p53d10. The 2p core hole decays via various 

Auger channels and the 2p3p3p resonant Auger channel yields a 3p4(3d10) fi nal state 

with its characteristic multiplet structure (Tjeng et al., 1997). The basic background 

of the method can be explained using single particle matrix elements of a 2p to 3d 

transition. In Chapter 7, it is explained in detail that a 2p core electron can be excited 

to a spin-up 3d hole and a spin-down 3d hole with different ratios. 

Table 5.7 shows fi rst the basic transitions for the four combinations of x-ray 

polarization (σ + and σ −) and spin detection (ε − and ε +). These numbers rely on (i) the 

use of the single particle 2p to 3d transitions for a 2p3/2 core electron and (ii) on the 

fact that a spin-up 2p-hole decay emits for 100% a spin-down electron for the singlet 

state of the 3p4 RAES spectrum (Tjeng et al., 1997). The bottom half of Table 5.7 

shows the consequences for XMCD and spin-polarized (SP) experiments. Magnetic 

circular dichroism (MCD) is the difference between σ + and σ − and for a spin-up 3d 

hole this yields an effect of −25%. In the case of a spin-down 3d hole, the effect is 

opposite, which implies that for an antiferromagnetic state the combined effect is 

zero. This confi rms the rule that antiferromagnets do not show XMCD effects. The 

FIGURE 5.67 Spin-polarized Fe 3s XPS using 250 eV x-rays. The upper spectrum  represents 

the spin-integrated spectrum and the lower spectra represents the majority (open symbols) 

and minority (closed symbols) spin-resolved spectra. (From Johnson, P.D., Rep. Prog. Phys., 
60, 1217, 1997. Reprinted with permission from IOP Publishing Ltd.)
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spin-polarized result is the difference between a detected ε− and ε + electron. This 

effect is bigger and yields 80% for a spin-up 3d electron. That this number is not 

100% implies that the 2p spin–orbit  coupling of the core hole transfers only 80% of 

the spin-up 3d hole to the spin-up 2p hole. In the case of a spin-down 3d hole, the 

spin-polarized result is again negative implying that antiferromagnets do not show a 

fi nite spin-polarized effect. A combination can be made by measuring the XMCD 

and spin-polarization combined. Effectively, this implies that the signals for (σ+ε−) 

and (σ−ε+) are added, with subtraction of the other two combinations. This yields a 

SP-CD effect of –42% for a spin-up 3d hole. The reason for making this SP-CD 

combination is revealed if we look at the effect for a spin-down 3d hole, which also 

yields –42%. This implies that the SP-CD effect is independent of the direction of 

the 3d spin and yields a fi nite effect for antiferromagnets. SP-CD resonant photo-

emission experiments have been applied to determine the nature of the Zhang–Rice 

singlet state in copper oxide superconductors (Brookes et al., 2001; Tjernberg et al., 

2003) as well as to Ni metal (Sinkovic et al., 1997) and Ce (Tjernberg et al., 2000). 

For more general descriptions of combined spin polarization and magnetic dichroism  

effects in XPS, Thole and van der Laan (1991a,b, 1993, 1994a–c) have developed a 

tensor description method. An abstract of their theory is given in Appendix C.

TABLE 5.7
Basic Transitions for the Four Combinations of X-Ray 
Polarization (σ + and σ −) and Spin-Detection (ε − and ε+)

σ + σ −

3d+→2p+→ε− 6 14  

3d+→2p−→ε+ 3 1  

3d−→2p+→ε− 1 3  

3d−→2p−→ε+ 14 6  

Σ 24 24

σ+ σ− Δ Δ/Σ

MCD 3d+(ε − + ε+)(σ + − σ −) 9 15 −6 −25%

SP-CD 3d+(ε− − ε+)(σ + − σ −) 3 13 −10 −42%

SP 3d+(ε− − ε+)(σ + + σ −) 20 4 16  80%

MCD 3d−(ε − + ε+)(σ + − σ −) 15 9 6 +25%

SP-CD 3d−(ε− − ε+)(σ + − σ −) −13 −3 −10 −42%

SP 3d−(ε− − ε+)(σ + + σ −) 4 20 −16 −80%

Note: The top part shows the relative transition strengths from a 3d9 ground state via a 

2p5 intermediate state to a singlet peak in the 3p4 RAES fi nal state. 3d+ →
2p+ → ε − indicates a spin-up 3d hole that is excited to a spin-up 2p hole and sub-

sequently decays to a singlet 3p4 fi nal state with the excitation of a spin-down 

free electron. The bottom part shows the resulting differences for spin-polarized 

and circular dichroic measurements.
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 6 X-Ray Absorption 
Spectroscopy

In this chapter, we will discuss x-ray absorption spectroscopy (XAS) and electron 

energy loss spectroscopy (EELS). XAS and EELS use a different source (respec-

tively, x-rays and electrons), but the spectral analysis is analogous and identical 

under the usual approximations. For EELS, this implies that it is performed with 

high-energy electrons and at small scattering angles. 

6.1 BASICS OF X-RAY ABSORPTION SPECTROSCOPY 

A photon that enters a solid can be scattered or it can be annihilated in the 

photo electric effect. All other photons will be transmitted and will leave the sample 

without change in the forward direction. In XAS, the absorption of x-rays by a 

 sample is measured. The intensity of the beam before the sample I0 and the intensity 

of the transmitted beam I are measured. 

In Chapter 2, the interaction of x-rays with matter was analyzed. The dipole 

transition operator is, for the incident photon energy h- Ω, written as

 

T e
Vs

q

q

q

q

1

2= ◊ μ ◊Â Âp�W
e r e r,  (6.1)

where the operator p in Equation 2.29 of Chapter 2 is rewritten in terms of r by using 

the Heisenberg equation [r, H] = (ih- /m)p. Including this transition operator into the 

Fermi Golden Rule gives:

 

W E Efi f q i

q

f iμ · ◊ Ò - -Â | | | |F F We r 2 d ( )�  (6.2)

This equation will form the basis for the rest of this chapter. So what happens in 

practice? If an assembly of atoms is exposed to x-rays, it will absorb some of the 

incoming photons. At a certain energy, depending on the atoms present, a sharp 

rise in the absorption will be observed. This sharp rise in absorption is called the 

absorption edge. 

The energy of the absorption edge is determined by the binding energy of a core 

level. Exactly at the edge, the photon energy is equal to the binding energy, or more 

precisely, the edge identifi es transitions from the ground state to the lowest empty 

state. Figure 6.1 shows the x-ray absorption spectra of manganese and nickel. The 

L2,3 edges relate to a 2p core level and the K edge relates to a 1s core level binding 
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energy. Many complicating aspects play a role here and we will come back to this 

issue later. In the case of solids, when other atoms surround the absorbing atom, a 

typical XAS spectrum is shown in Figure 6.2.

Instead of the smooth background as indicated in Figure 6.1, changes in the inten-

sity of the absorption are observed. Oscillations as a function of the energy of the 

incoming x-rays are visible. The question, which arises immediately, is what causes 

these oscillations. An answer can be found by assuming that the electron excitation 

process is a one-electron process. This makes it possible to rewrite the initial state 

wave function as a core wave function and the fi nal state wave function as a free elec-

tron wave function (ε). It is implicitly assumed that all other electrons do not partici-

pate in the x-ray induced transition. We will come back to this approximation below.

 
| | | | | | | | | | | |· ◊ Ò = · ◊ Ò = · ◊ Ò =F F F Ff q i i q i qc c Me r e r e r2 2 2 2e e  (6.3)

The squared matrix element M2 is in many cases a number that has only a small 

variation of energy and it can often be assumed that it is a constant. The delta function 

of the Golden Rule implies that one effectively observes the density of empty states (ρ).

 
I MXAS ~

2r  (6.4)

Figure 6.3 shows the simplifi ed oxygen 1s x-ray absorption transition of an oxide, 

where one observes the oxygen p-projected density of states (DOS). The x-ray absorp-

tion selection rules determine that the dipole matrix element M is nonzero if the 

orbital quantum number of the fi nal state differs by 1 from the one of the initial state 
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FIGURE 6.1 X-ray absorption cross sections of manganese and nickel. Visible are the L2,3 

edges at 680 and 830 eV and the K edges at 6500 and 8500 eV, respectively. (From de Groot, 

F., Coord. Chem. Rev., 249, 31, 2005. With permission from Elsevier Ltd.)
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FIGURE 6.2 L3 XAS spectrum of platinum metal. The edge jump is seen at 11564 eV and 

above one observes a decaying background modulated by oscillations. 
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FIGURE 6.3 Schematic density of states of an oxide. The 1s core electron at 530 eV binding 

energy is excited to an empty state: the oxygen p-projected density of states. (From de Groot, F., 

Coord. Chem. Rev., 249, 31, 2005. With permission from Elsevier Ltd.)
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(ΔL = ±1, i.e. s → p, p → s or d, and so on) and the spin is conserved (ΔS = 0). The 

quadrupole transitions imply fi nal states that differ by 2 from the initial state (ΔL = 

±2, i.e. s → d, p → f or ΔL = 0, i.e. s → s, p → p). They are some 100 times weaker 

than the dipole transitions and can be neglected in most cases. It will be shown below 

that they are visible, though as pre-edge structures in the K edges of 3d metals and the 

L2,3 edges of the rare earths (REs). In the dipole approximation, the shape of the 

absorption spectrum should look like the partial density of the (ΔL = ±1) empty states 

projected on the absorbing site, convoluted with a Lorentzian. This Lorentzian broad-

ening is due to the fi nite lifetime of the core hole, leading to an uncertainty in its 

energy according to Heisenberg’s principle. A more accurate approximation can be 

obtained if the DOS replaces the DOS in the presence of the core hole. This approxi-

mation gives a relatively adequate simulation of the XAS spectral shape, at least in 

those cases where the interaction between the electrons in the fi nal state is relatively 

weak. This is not the case for all systems containing partly-fi lled d or f states. 

6.1.1 METAL L2,3 EDGES 

In the case of TM L2,3 edges, the single particle approximations as used in Equation 

6.3 are not valid. The reason is that the initial state wave function contains a partly-

fi lled 3d shell. The L2,3 edge excites a 2p electron into the 3d shell and there are now 

two partly-fi lled shells. As discussed in Chapter 2, the overlap between these two 

shells is large.
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(6.5)

The fi nal state wave function can be written as Φi2p3d. The active orbitals are 

separated from the rest of the initial state wave function (ΦI
*) and then the ΦI

* part is 

omitted from the equation. What remains is the transition from 3dn to 2p53dn+1. This 

has been discussed in detail in Chapter 4.

6.2 EXPERIMENTAL ASPECTS

Consider an infi nitely thin layer, of thickness dl, of the absorbing material. The 

intensity I0 of the incident beam is reduced by dI on passing through dl. dI is propor-

tional to dl and dI is also proportional to the total intensity I, that is,

 
dI I dl= - ◊m  (6.6)

μ is a proportionality constant called the linear absorption coeffi cient. It incorpo-

rates the combined effects of all photoelectric and scattering processes. Integrating 

Equation 6.6, the linear absorption coeffi cient μ can be written as a function of the 

x-ray energy, indicated with its frequency Ω:

 
I Ix

x
( ) ( )

( )W W W= ◊ -
0 e

m  (6.7)
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6.2.1 TRANSMISSION DETECTION

After the beam has passed the monochromator, its intensity (I0) is measured in an 

ionization chamber or by using a thin metallic foil or grid for absorbing some of the 

 photons. The x-ray interacts with the sample of interest and the intensity after 

the sample is measured with a second ionization chamber or a photodiode. This is the 

transmission mode of the x-ray absorption. Transmission experiments are standard 

for hard x-rays. 

An important limitation of transmission detection arises from the requirement for 

a homogeneous sample. Variations in the thickness or pinholes are reasons for the 

so-called thickness effect that can signifi cantly affect the spectral shape by introducing 

nonlinear responses. This is important, in particular, for the extended x-ray absorption 

fi ne structure (EXAFS) analysis. In general, the combination of the short attenuation 

length with the thickness effect makes transmission experiments unsuitable for x-ray 

absorption below 1 keV. For the soft x-ray range, other detection modes must be used. 

The advantage of transmission detection is that there can be no effects due to 

yield variations. Also, only with transmission detection is it possible to measure the 

absolute cross sections. With yield methods, signal that is proportional to the x-ray 

absorption cross section is always measured. To circumvent the problems associated 

with yield methods, thin layers of metals can be grown. For example, 5 to 7 nm thin 

layers of Fe and Co have been grown on parylene (C8H8) and the x-ray absorption in 

transmission mode has been measured (Chen et al., 1995). 

6.2.2 ENERGY DISPERSIVE X-RAY ABSORPTION

A special technique to measure transmission experiments is to use an energy disper-

sive monochromator. The monochromator crystal is bent and a range of energies is 

sent through the sample simultaneously. Each energy has its particular angle of inci-

dence and after the transmission through the sample the complete x-ray absorption 

spectrum can be measured with an array detector. Energy dispersive experiments 

suffer from similar limitations as normal transmission experiments with respect to 

attenuation length and thickness effect. A major advantage of energy dispersive 

x-ray absorption is that the complete XAS spectrum is obtained momentarily. It is 

clear that this yields interesting options for time-resolved measurements. 

6.2.3 FLUORESCENCE YIELD

The decay of the core hole gives rise to an avalanche of electrons, photons, and 

ions escaping from the surface of the substrate. By measuring any of these decay 

products, it is possible to measure samples of arbitrary thickness. In this section, the 

different methods are discussed, specifi cally with regard to the conditions under 

which a specifi c yield measurement represents the x-ray absorption cross section and 

the related question of the probing depth of the specifi c yield method.

The fl uorescent decay of the core hole can be used as the basis for the absorption 

measurement. The amount of fl uorescent decay increases with energy and a compari-

son with the amount of Auger decay shows that the Auger decay dominates for all core 

levels below 1 keV. In the case of the 3d metals, the K edges show strong fl uorescence 
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and all other edges mainly Auger decay. The photon created in the fl uorescent decay 

has a mean free path of the same order of magnitude as the incoming x-ray, which 

excludes any surface effect. On the other hand, it means that there will be saturation 

effects if the sample is not dilute. 

6.2.4 SELF-ABSORPTION EFFECTS IN FLUORESCENCE YIELD DETECTION

For dilute materials, the background absorption μb dominates the absorption of the 

specifi c edge and the measured intensity is proportional to the absorption coeffi cient. 

For less dilute materials, the spectral shape is modifi ed and the highest peaks will 

appear compressed with respect to the lower peaks, an effect known as self-absorption 

or saturation. The main effect of saturation because of self-absorption is a reduction 

of the peak heights and depths and, as such, a blurring of the spectral information. 

In principle, by using the inverse formula, the original absorption spectrum can be 

reconstructed from the saturated one. An uncertainty in this procedure is the exact 

value of μb; in addition, this data treatment increases the noise.

6.2.5  NONLINEAR DECAY RATIOS AND DISTORTIONS 
IN FLUORESCENCE YIELD SPECTRA 

An assumption for the use of decay channels is that these channels are linearly propor-

tional to the absorption cross section. In general, this linear proportionality holds, but 

there are cases where the ratio between radiative and nonradiative decay varies signifi -

cantly over a relatively short-energy range. The reason behind this phenomenon is a 

large variation in the fl uorescence decay depending on the symmetry of the fi nal 

state in the x-ray absorption process. It turns out that for the late 3d metal L edges and 

RE M edges, the fl uorescence decay can vary drastically over the edge. As Auger 

decay dominates over fl uorescence for soft x-rays, this effect will only be visible in 

 fl uorescence yield detection. This state-dependent Auger and fl uorescence decay has 

been studied in detail for NiO. The Auger channels show small variations, while the 

fl uorescence decay varies, and the states at higher energy of both the L3 and L2 edges 

have an approximately four times higher fl uorescent decay (de Groot et al., 1995). The 

effects of  symmetry-dependent variations in the fl uorescence decay are even stronger 

for the M4,5 edges of the rare earths. The Tm3+ M4,5 edge has three peaks and it can 

be shown that the fi rst peak hardly decays via x-ray fl uorescence (Pompa et al., 1997).

6.2.6 PARTIAL FLUORESCENCE YIELD

Recently, it became possible to use fl uorescence detectors with approximately 

0.3–2.0 eV resolutions to tune to a particular fl uorescence channel. This could be 

denoted as a partial fl uorescence yield. The technique is also known as selective x-ray 

absorption because one can select, for example, a particular valence and measure the 

x-ray absorption spectrum of that valence only. Other possibilities are the selectivity 

to the spin orientation and the chemical nature of the neighboring atoms. Partial 

 fl uorescence yield effectively removes the lifetime broadening of the intermediate 

state. This effect can be used to measure x-ray absorption spectra with unprecedented 

spectral resolution. These experiments are further discussed in Chapter 8.
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6.2.7 ELECTRON YIELD

With the total electron yield method, all electrons that emerge from the sample sur-

face are detected, independent of their energy. A number of detection devices can be 

used such as the pico-ampere meter for detecting the current fl owing to the sample, 

and the channeltron for amplifying the emitted electrons to a detectable signal. In 

addition, it can be shown that if the measurements are carried out in a gaseous atmo-

sphere with a pressure of approximately 10 mbar, the detected ionized gas molecules 

yield a signal that is, under certain conditions, proportional to the absorption cross 

section. The interaction of electrons with solids is much larger than the interaction of 

x-rays, which implies that the electrons that escape from the  surface must originate 

close to the surface. 

The probing depth of total electron yield lies in the range of approximately 

3–10 nm, depending on the material studied. A quantitative study on the oxygen K 

edge of Ta2O5 determined an electron escape depth of 4 nm. Studies of RE overlayers 

on Ni revealed very short escape depths of the order of 1 nm. The extremely large 

x-ray absorption cross sections of the RE M4,5 edges means that, for these edges, the 

x-ray penetration depth falls in the same range as the electron escape depth. This 

implies that both the electron escape depth λe and the frequency-dependent x-ray 

penetration depth λp(Ω) affect the measured x-ray absorption cross section (Ie), 

according to:

 

I e

e p
TEY ( )
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W
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l l W

μ
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 (6.8)

where α is the angle of incidence. This implies that if λe << λp sin α, the total electron 

yield (TEY) is inversely proportional to λp, and hence, proportional to the absorption 

coeffi cient. At the absorption maximum and/or at grazing incidence, saturation effects 

can occur. Angular dependent measurements on Dy/Ni(110) revealed an x-ray 

 penetration depth of only 12 nm at the M5 resonance of Dy (Vogel and Sacchi, 1994). 

In most other cases, the x-ray penetration depth will be signifi cantly larger.

6.2.8 PARTIAL ELECTRON YIELD

Instead of just counting the escaped electrons, their respective energies can be 

detected and, as such, the partial electron yield can be measured. For example, a Ni 

1s core hole creates the primary 1s2p2p Auger electrons with kinetic energies of 

~6500 eV. These primary electrons can lose part of their energy in inelastic scatter-

ing phenomena after which they have energies anywhere between 6500 eV and 0 eV. 

The 1s2p2p Auger channel leaves two core holes in the 2p level, each with a binding 

energy of 850 eV. Both these holes can decay again via “cascade” or secondary 

Auger processes, for example, 2p3d3d. The 2p3d3d Auger electron has an energy of 

~850 eV and the  system is left with only valence holes that decay via luminescence, 

phonons, and recombination processes. The luminescence can be detected and this 

technique is called x-ray excited optical luminescence (XEOL) (Soderholm et al., 

1998). Each “cascade” or secondary peak brings with it an inelastic tail. The  majority 

of the  emitted electrons from a sample are secondary electrons with emission 
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 energies of less than 100 eV. These electrons have lost most of their energy (due to 

inelastic scattering processes) on their route to the surface of the sample. If an Auger 

decay channel with high resolution is detected, similar experiments can be  performed 

as with high-resolution fl uorescence detection and selective x-ray absorption experi-

ments. This has been discussed in Chapter 5.

6.2.9 ION YIELD

If the absorption process takes place in the bulk and the core hole decays via an Auger 

process, a positively charged ion is formed. However, due to further decay, inelastic 

electron scattering and screening processes, the original charge neutral situation, which 

will be restored after some time, typically in the femtosecond range. If, however, 

the absorption process takes place at the surface, the possibility exists that the atom that 

absorbs the x-ray is ionized by Auger decay and escapes from the surface before relax-

ation processes can bring it back to a bound state. If the escaping ions are analyzed 

as a function of x-ray energy, the signal is, in general, proportional to the absorption 

cross section. Because only atoms from the top-layer are able to escape, ion yield is 

extremely surface sensitive. The mere possibility of obtaining a measurable signal from 

ion yield means that the surface is irreversibly distorted. As there are of the order of 1015 

surface atoms per cm2, this does not necessarily mean that a statistically relevant 

 proportion of the surface has to be affected for a measurable signal of, say, 107 ions. 

Ion yield detection has been used to probe the surface of CaF2 single crystals and 

the reduced symmetry due to the surface is clearly visible (Himpsel et al., 1991).

6.2.10 DETECTION OF AN EELS SPECTRUM 

In a transmission electron microscope (TEM), a beam of monochromatic electrons 

is transmitted through the sample. The EELS spectrum is measured at a small 

 scattering angle. The low-energy losses include vibrations, electronic excitations, 

and plasmon excitations and in the core region, a core electron can be excited. The 

low-energy losses, not further discussed here, provide a tailing background on 

which the core excitations are visible. The tailing background is usually removed 

by fi tting the background before and after the edge. After background subtraction, 

the EELS spectrum becomes visible and under the conditions as discussed in 

Section 2.5, the EELS spectrum is identical to the XAS spectrum. Details can be 

found in the review of Keast et al. (2001) and Colliex (1991, 1994).

There are a few experimental precautions that must be taken. The EELS cross 

section for both plasmons and core excitations implies that the sample thickness 

must be below ~100 nm in order to prevent too many multiple excitations taking 

place. For some materials and edges, the cross sections are very high and multiple 

excitations are visible down to a 10 nm thickness (e.g. La and Ce M edges) (Belliere 

et al., 2006). EELS spectra can be measured in a few modes by a TEM. Typical 

set-ups are the use of a magnetic electron spectrometer added to a commercial TEM. 

A fi eld emission gun can be used as an electron source or an additional monochro-

mator can be added for the electron source. A dedicated TEM-EELS set-up reaches 

a resolution of typically 0.3 eV for core excitations. This will be further discussed 

subsequently in relation to the spatial resolution.
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6.2.11 LOW-ENERGY EELS EXPERIMENTS

Instead of a 100–300 keV TEM electron source, a lower energy source can be used. 

Typically, the same electron source is used as in inverse photoemission experiments 

with an energy range between 10–1500 eV. This allows measurement of the M and L 

edges in 3d transition metal systems. Low-energy EELS does not obey the dipole selec-

tion rule and the transition operator of the inelastic scattered electron can be rewritten 

into an effective Coulomb scattering operator. The effective Coulomb scattering opera-

tor contains direct scattering and exchange scattering, where there are effectively no 

selection rules on the orbital and spin angular momenta. This allows 3s3d transitions, 

which will be discussed in Section 6.4.2. An additional option is to measure low-loss 

features at a core resonance. This so-called resonant EELS (REELS) is equivalent to 

 resonant inelastic x-ray scattering (RIXS), which will be discussed in Chapter 8. 

6.2.12 SPACE: X-RAY SPECTROMICROSCOPY AND TEM-EELS

X-ray absorption can be combined with a number of x-ray microscopy techniques. In 

addition, essentially identical XAS spectra can be measured by a TEM using EELS. 

In this section, we give a short introduction and overview of some of the current 

developments.

The following spectromicroscopy techniques are in the process of being 

developed:

 1. Photoemission electron microscopy (PEEM), which measures the electron 

yield with a position-sensitive electron analyzer.

 2. Transmission x-ray microscopy (TXM), which exists in scanning (STXM) 

and full-fi eld modes.

 3. Transmission electron microscopy (TEM), again in scanning (STEM) and 

full-fi eld modes.

The main conclusions from Table 6.1 are that TEM-EELS has the highest  spatial 

resolution of 0.5 nm (in EELS mode) and some STEM-EELS microscopes promise 

to go down to sub-Ångström resolution. X-PEEM is a surface technique and has 

typically 50 nm spatial resolution. TXM combines 20 nm resolutions with ambient 

TABLE 6.1
Comparison of the Approximate Spatial Resolution, Energy Resolution, 
Pressure Range, and Thickness Constraints of TEM, TXM, and PEEM

Technique Spatial Energy Pressure Thickness

TEM-EELS 0.5 nm 0.3 eV 0 0.1 μm

In situ TEM-EELS 0.2 nm 1.3 eV 0.01 bar 0.1 μm

Scanning TXM (ALS) 20.0 nm 0.3 eV 1 bar 1 μm

Full-fi eld TXM (ALS) 15.0 nm 1.0 eV 1 bar 1 μm

PEEM (SLS) 50.0 nm 0.3 eV 0 5 nm

PEEM-3 (ALS) 5.0 nm 0.3 eV 0 5 nm
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conditions. The energy resolution of EELS, PEEM, and TXM microscopes are, in 

most cases, of the order of 0.3 eV or better. It remains to be confi rmed whether or 

not these numbers can be reached on the Titan and super-STEM microscopes as 

well as with X-PEEM. It is obvious that these new x-ray and electron microscopes 

are crucial for a large range of research fi elds involving nanometer-sized structures. 

STEM-EELS is the obvious choice for the highest resolution images. In addition, a 

range of electron microscopy tools is available (e.g. EELS combined with electron 

diffraction, and so on). The obvious disadvantage is the need for vacuum condi-

tions. There are a few TEM microscopes that run under “in situ” conditions, which 

implies a pressure of typically a few mbar, where typically the in situ microscopes 

have an energy resolution of 1.0 eV.

X-ray PEEM applications are all surface phenomena where a lot of attention 

is given to the magnetic effects. TXM applications involve all experiments that 

need in situ and in vivo conditions. This includes fi elds such as environmental stud-

ies, catalysis, fuel cells, and batteries. A recent STXM study showed that it is possi-

ble to measure fl owing hydrogen at 1 bar and, at 500°C, the iron L edge with 0.3 eV 

resolution and ~25 nm spatial resolution. This allowed the study of the in situ devel-

opment on the spatial variations in the reduction process. A major application is the 

study of cells and tissue where x-rays have enormous advantages against electrons 

with respect to damage in water. Both x-ray techniques, PEEM and TXM, can be 

run under XMCD conditions if circular polarized x-rays are used. The XMCD situ-

ation regarding TEM-EELS is more complex but, in principle, magnetic informa-

tion is available with chiral TEM techniques (Schattschneider et al., 2005). Both 

TEM and TXM can be rendered into tomographic techniques, essentially by rotat-

ing the sample. TXM can be “automatically” run in resonant conditions to be ele-

ment specifi c. TEM tomography is usually not performed with energy-fi ltered 

EELS images but with the usual TEM images, which implies the loss of chemical 

information. 

6.2.13 TIME-RESOLVED X-RAY ABSORPTION

There are a number of different modes to perform time-resolved x-ray absorption 

experiments. The time scale needed depends on the process that is studied. One can 

distinguish two time domains: on the one hand, time-programmed reactions and cat-

alytic reactions can use milliseconds to minutes as time-resolution and on the other 

hand, optical excitations need nanoseconds to femtoseconds resolution to track the 

electronic and magnetic system responses. This yields a wide range of time-resolved 

techniques.

The XAS spectrum can be measured with a monochromator that is scanning 

through an edge and then repeating the experiment every few minutes. Measurements 

in the few seconds range can use so-called quick-scanning monochromators. The 

use of a dispersive monochromator can further increase the speed. This allows the 

simultaneous measurement of a whole spectrum. The time-resolution is mainly 

determined by the statistics, typically between 1 ms and 1 s. An example of a time-

resolved experiment with minute time resolution is the study of the valence of iron 

during reactions with Fe/ZSM5 using the iron L edge spectral shapes. An interesting 

aspect is that the valence of the sample changes in a matter of minutes at room 
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 temperature under vacuum conditions, which presents a warning for the feasibility/

reliability of electron yield XAS measurements in vacuum (Heijboer et al., 2003).

Using pump-probe techniques, XAS spectra can be measured very fast; in 

principle, as fast as the combination of excitation and measurement/detection. The 

time resolution is set by the system characteristics and ultimately by the timing of 

the synchrotron pulses. Cavalleri et al. (2004) measured the picosecond metal-to-

insulator response in VO2. To go below the timing of synchrotron pulses, there are 

several methods to go into the femtosecond regime. This includes time slicing 

and the use of alternative x-ray sources, such as high-harmonic lasers and laser-

generated plasmas. An example is given in Section 6.5.1 for the 50 ps charge-

transfer excitation of [Ru(bpy)3]
2+ (Gawelda et al., 2006). An overview is given by 

Bressler and Chergui (2004).

6.2.14 EXTREME CONDITIONS

All experiments, where electrons play a role (XPS, PEEM, EELS) are usually 

performed in a vacuum. There are a few TEM-EELS machines that go up to a few 

mbar and the same is true for a few XPS machines. Higher pressures are not possible 

due to the strong interaction of electrons with matter.

Soft x-ray experiments (below 1 keV) are usually performed under vacuum 

 conditions. Experiments up to a few mbar are performed using electron-yield detec-

tion. Using fl uorescence yield detection pressures up to 1 bar are feasible. It is also 

possible to use very thin windows and a transmission XAS experiment using soft 

x-rays, usually in combination with TXM measurements. High-pressure  studies are 

not feasible with soft x-rays.

Hard x-ray experiments (above 3 keV) can be performed under essentially any 

high-temperature and high-pressure conditions. For example, diamond anvil cells  

can be used and the x-rays are shot through the diamonds or through Be gaskets. The 

larger range of extreme conditions reachable with hard x-rays is an important aspect 

of resonant and nonresonant XES. These experiments allow the measurement of soft 

x-ray absorption (like) spectra with hard x-rays [e.g. the study of the oxygen K edge of 

(supercritical) water]. These experiments will be discussed in Chapter 8.

6.3 L2,3 EDGES OF 3d TM SYSTEMS

The L2,3 edges of the 3d TM systems are described in great detail. These edges have 

mostly been studied over the last 20 years and, in particular, with respect to the sym-

metry of the ground state. The systems from 3d0 to 3d9 will now be discussed. Other 

issues that will be described are octahedral crystal fi elds and symmetry reductions 

at surfaces. XMCD effects are discussed in Chapter 7.

In Table 6.2, the term symbols of all 3dn systems in atomic symmetry are given. 

Together with the dipole selection rules, this immediately sets strong limits to the 

number of fi nal states that can be reached. Consider, for example, the 3d3 → 2p53d4 

transition: the 3d3 ground state has J = 3/2 and there are respectively 21, 35 and 39 

states of 2p53d4 with J′ = 1/2, J′ = 3/2, and J′ = 5/2. This implies a total of 95 allowed 

peaks out of the 180 fi nal state term symbols. From Table 6.2, some special cases can 

be identifi ed: a 3d9 system makes a transition to a 2p53d10  confi guration that only has 
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two term symbols out of which only the term symbol with J′ = 3/2 is allowed. In 

other words, the L2 edge has zero intensity. Because of the limited amount of states 

for the 2p53d1 and 2p53d9 confi gurations, 3d0 and 3d8 systems only have three and 

four peaks, respectively.

Atomic multiplet theory is able to accurately describe the 3d and 4d x-ray 

absorption spectra of the rare earths. In the case of the 3d TM ions, atomic multiplet 

theory cannot simulate the x-ray absorption spectra accurately because the effects 

of the neighbors on the 3d states are too large. It turns out that it is necessary to 

include both the symmetry effects and the charge-transfer effects of the neighbors 

explicitly. Ligand fi eld multiplet theory takes care of all symmetry effects while 

charge transfer multiplet theory allows the use of more than one confi guration.

6.3.1 3d0 SYSTEMS

3d0 systems are very special because they contain a band gap between the occupied 

ligand valence bands and the empty 3d band. This is a very stable situation, which 

means that a large range of ions can be found in such a situation. This applies to the 

whole series from K+ to Mn7+. The oxides of the covalent Cr6+ and Mn7+ systems have 

a large amount of metal character in the oxygen 2p valence band.

As discussed in Chapter 4, charge transfer multiplet (CTM) calculations describe 

the complete 2p XAS spectrum of SrTiO3. The 2p XAS spectra of K+, Ca2+, and Sc3+ 

systems can be accurately described with a single 3d0 confi guration. The higher 

valent systems Ti4+, Cr6+, and Mn7+ need more confi gurations, or large reductions in 

their Slater–Condon parameters. The tetrahedral 3d0 systems for Ti4+, V5+, Cr6+, and 

Mn7+ are published by Brydson et al. (1993). It is apparent that the spin–orbit split-

ting between the L3 and L2 edges decreases from Mn7+ to Ti4+. However, inspection 

of the spectra reveals that the general shape of the 2p XAS spectra are remarkably 

similar. Both the L3 and L2 edges show a splitting of the white line into two compo-

nents, the lower energy  component being of considerably lower relative intensity than 

TABLE 6.2
2p X-Ray Absorption Transitions from the Atomic Ground State to 
All Allowed Final State Symmetries, after Applying the Dipole 
Selection Rule: ΔJ = −1, 0, or +1 

Transition Ground Transitions Term Symbols

3d0 → 2p53d1 1S0 3 12

3d1 → 2p53d2 2D3/2 29 45

3d2 → 2p53d3 3F2 68 110

3d3 → 2p53d4 4F3/2 95 180

3d4 → 2p53d5 5D0 32 205

3d5 → 2p53d6 6S5/2 110 180

3d6 → 2p53d7 5D2 68 110

3d7 → 2p53d8 4F9/2 16 45

3d8 → 2p53d9 3F4 4 12

3d9 → 2p53d10 2D5/2 1 2
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the higher energy component. Furthermore, close inspection reveals the presence of 

a weak feature prior to the main L3 edge. This feature is due to multiplet effects as 

discussed previously. 

6.3.2 3d1 SYSTEMS 

6.3.2.1 VO2 and LaTiO3

Ti3+ and V4+ are 3d1 systems that have one 3d electron occupied. The atomic Hund’s 

rule ground state is 2D1/2. In a cubic crystal fi eld, the ground state has one t2g electron 

and 2T2 symmetry. This ground state is affected by the 3d spin–orbit coupling and 

distortions to the lower symmetry split the t2g state into two or three substates.

The Tjeng group recently studied two prototype 3d1 systems: VO2 and LaTiO3. 

VO2 is an interesting system with regard to its metal-insulator transition and the rel-

ative role of electron-lattice interactions and corresponding structural distortions 

versus electron correlations. An important aspect is the possible role of the orbital 

structure of V4+ ions. Specifi c orbital occupation leads to the formation of one-

dimensional bands, making the systems susceptible to a Peierls-like metal insulator 

transition. The three t2g orbitals, xy, xz, and yz can be divided into linear combina-

tions of orbitals with respect to the polarization. The 3d spin–orbit coupling is 

(assumed to be) quenched. The CTM calculations obtained as such are compared 

with experiment and the details of the polarization dependence can be fi tted by a 

linear combination of the σ, π, and δ combinations for both the insulating and the 

metallic phases. Effectively, one observes a change from a three-dimensional statis-

tical distribution of states in the metallic phase into an 80% pure one-dimensional 

σ-coupling in the insulating phase (Haverkort et al., 2005b).

The situation for LaTiO3 is different. LaTiO3 is an antiferromagnetic insulator 

with a pseudocubic perovskite crystal structure and a Néel temperature between TN 

130 K and 146 K, depending on the exact oxygen stoichiometry. In this system, the 

role of the 3d spin–orbit coupling is important. The overall situation is as follows. The 

dominant energy effect is the cubic crystal fi eld. This yields a three-fold degenerate 

t2g state. This state is affected by symmetry distortions, the 3d spin–orbit coupling, 

and magnetic exchange interactions. The crucial aspect for the simulations is the 

magnitude of the symmetry distortions. The ground state is split by 

this crystal fi eld and effectively diminishes the effect of the 3d spin–orbit coupling. 

One obtains a single Kramers doublet that is split by the exchange interaction below 

the Néel temperature. The result is that there is also no temperature dependence in the 

2p XAS spectrum. There will be a tempe rature dependence though in the polariza-

tion dependence, which will show the effect of the exchange splitting below the Néel 

temperature (Haverkort et al., 2005a).

6.3.3 3d2 SYSTEMS

Ionic 3d2 systems have two 3d electrons. The atomic ground state is 3F2. In a cubic 

crystal fi eld, the ground state has two t2g electrons and 3T1 symmetry. This ground state 

is strongly affected by the 3d spin–orbit coupling. Distortions to lower symmetry 

split the t2g state into two substates (e.g. a trigonal distortion creates a1g or eg substates). 

If the eg state has the lowest energy, a half-fi lled eg
2 situation can be created.
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V2O3 has an interesting phase diagram that involves a monoclinic antiferromag-

netic insulating state and both metallic and insulating paramagnetic rhombohedral 

corundum states. The metal-insulator transitions between these phases are consid-

ered to be classical examples of Mott transitions in which changes in the interplay 

between band formation and electron correlation causes a crossover between the 

metallic and insulating regimes. Due to the presence of a trigonal distortion associ-

ated with the corundum structure, the t2g orbital splits into a nondegenerate a1g and a 

doubly degenerate eg orbital. The a1g orbital has lobes directed along the c vector of 

the hexagonal basis, while the eg lobes are more within the (a, b) basal plane. The 

XAS transition probability to an empty a1g or eg orbital depends strongly on whether 

the polarization vector E of the light is parallel or perpendicular to the c axis and the 

polarization dependence of the experimental L edge spectra provides the correct 

ground state, as described in detail by Park et al. (2000).

6.3.4 3d3 SYSTEMS

Ionic 3d3 systems have three 3d electrons. The atomic ground state is 4F3/2. In a cubic 

crystal fi eld, the ground state has three t2g electrons. This half-fi lled t2g band creates a 

stable magnetic ground state with 4A2 symmetry. This A2 ground state is not affected 

by 3d spin–orbit coupling and is also not much affected by symmetry lowering. Cr2O3 

has a t2g
3  confi guration, the small distortion from cubic symmetry has no detectable 

effect on the spectral shape. The spectrum of Cr2O3 (Theil et al., 1999) can be repro-

duced well with a single confi guration ligand fi eld multiplet (LFM) calculation.

Figure 6.4 shows the 2p XAS spectra of Li2MnO3. The spectra of MnO2 (Gilbert 

et al., 2003; Pecher et al., 2003) and SrMnO3 (Abbate et al., 1992a) are similar but 

broader. The high valence of Mn4+ necessitates CTM calculations, using a ground 

FIGURE 6.4 Manganese 2p x-ray absorption spectrum of Li2MnO3 compared with a CTM 

calculation of 3d3 and 3d4L.
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state built from 3d3 and 3d4L. Actually, CTM calculations using parameters as 

expected for an Mn4+ system do not perfectly simulate the spectral shape. It is likely 

that the effects of higher lying confi gurations, such as 3d5L2, have an infl uence on the 

spectral shape.

6.3.5 3d4 SYSTEMS

Ionic 3d4 systems have four 3d electrons. The atomic ground state is 5D0. In a small 

cubic crystal fi eld, the ground state has three t2g electrons and one eg electron fi lled. 

This half-fi lled eg state is sensitive to Jahn–Teller distortions. 3d4 systems in octa–

hedral symmetry can be 5E high-spin t2g
3eg

1 or 3T2 low spin t2g
4.

The CrF2 2p XAS spectrum has been given in Figure 6.5. The calculation is 

performed for 3d4 Cr2+ in D4h symmetry with 10 Dq of 1.1 eV and respective Ds 
 values of 775 meV. The atomic 3d spin–orbit coupling combined with the D4h sym-

metry yields a zero-fi eld splitting (ZFS) pattern for a 3d4 initial state with a MS = 2 

ground state. An important omission in the simulations is that the peaks E1, E2, and 

E3 are missing from the simulations. They are assigned to charge transfer peaks 

(Theil et al., 1999). 

Mn3+ systems have a larger crystal fi eld than Cr2+ with typical values in the order 

of 1.8 eV for oxides. This implies that the ground state of Mn3+ oxides is 5E high-spin, 

which makes Mn3+ a Jahn–Teller ion. Subsequently, we will discuss two cases, 

LaMnO3 and LiMnO2, the latter of which is close to the low-spin transition point. 

FIGURE 6.5 2p XAS spectra of 3d4 CrF2 (solid lines with markers). Below the experimen-

tal spectrum, the theoretical calculation with stick diagrams is shown. (From Theil, C., van 

Elp, J., and Folkmann, F., Phys. Rev. B, 59, 7931, 1999. With permission from Elsevier Ltd.)
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6.3.5.1 LaMnO3

The most studied Mn3+ system is LaMnO3. This prototype perovskite system can be 

doped with Sr, which yields large (giant) magnetoresistance materials. LaMnO3 itself 

is an antiferromagnetic insulator with a Néel temperature of 140 K. Doping by 

10–20% Sr leads to a (temperature-dependent) competition between ferromagnetism 

and a cooperative Jahn–Teller distorted phase in La(Sr)MnO3. The 2p XAS spectrum 

of LaMnO3 has been measured by Abbate et al. (1992a) and simulated with a 5E 

ground state crystal fi eld multiplet calculation, which was confi rmed by the XMCD 

experiments on ferromagnetic La(Sr)MnO3 systems by Pellegrin et al. (1997).

The doped LaMnO3 systems are high spin, so all four electrons are parallel. The 

three t2g spin-up electrons are spherical symmetric and the eg electron can occupy 

either an x2 – y2 orbital or a z2 orbital. The doped systems are supposed to have an 

orbital ordered spin-structure that orders cross-type x2 – y2 type orbitals with respect 

to the z-axis (i.e. a coupling of y2 – z2 and z2 – x2), or rod-type z2 type orbitals with 

respect to the z-axis (i.e. a coupling of x2 and y2). Huang and Jo (2004) calculated the 

polarization dependence of both options. The calculations indicate that the ground 

state at 240 K has (mainly) an x2 – y2 type orbital ordering.

6.3.5.2 Mixed Spin Ground State in LiMnO2

Like LaMnO3, LiMnO2 is considered to have a high-spin ground state, but the 

low-spin confi guration is close in energy. This implies that the effects of 3d spin–

orbit coupling can be large, similar to the case of PrNiO3 as discussed subsequently. 

Figure 6.6 gives the spectral shapes from the LFM calculations for, from bottom to 

FIGURE 6.6 2p XAS spectrum of LiMnO2 (top), compared with three LFM calculations, 

for respectively from bottom to top, the 3T1 low-spin, 5E high-spin and a mixed spin ground 

state for 3d4 Mn3+ atoms. (From de Groot, F.M.F., J. Electron Spectrosc. Relat. Phenom., 67, 

529, 1994. With permission from Elsevier Ltd.)
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top, the low-spin 3T1 confi guration, the high-spin 5E confi guration, the mixed spin 

state and the experimental spectrum. The inclusion of 3d spin–orbit coupling yields 

a double group A1 ground state for both states. The mixed spin state is a linear 

 combination of these double group A1 states. The situation for LiMnO2 is further 

complicated by symmetry distortions and signifi cant charge-transfer effects that 

have not been included for the calculation in Figure 6.6. 

6.3.6 3d5 SYSTEMS

3d5 systems have fi ve 3d electrons. The atomic ground state is 6S5/2. In a cubic crystal 

fi eld, the ground state has its three t2g and two eg states half-fi lled. This half-fi lled 

state creates a stable magnetic ground state with 6A2 symmetry. This A2 ground state 

is not (much) affected by symmetry lowering. In principle, it is also not affected by 

3d spin–orbit coupling, but higher-order effects that mix excited confi gurations can 

split the 6A2 ground state. Low-spin 3d5 systems have fi ve electrons in their t2g shell, 

yielding a spin-half 2T1 ground state. This ground state occurs for Mn2+-cyanides, 

Fe3+-cyanides, and other Fe3+ coordination complexes.

6.3.6.1 MnO

A beautiful example of a pure 3d5 system is MnO. Its ground state has a large charge- 

transfer energy; hence, over 90% 3d5 character. This allows one to neglect charge-

transfer effects and Figure 6.7 shows the result of a LFM calculation in Oh symmetry 

and with 10 Dq equal to 0.9 eV (de Groot et al., 1990b). Essentially, all features of 

the complex spectrum are reproduced with the correct intensity and energy. The 

main peak is a little too low in experiment, which could suggest a saturation effect 

FIGURE 6.7 Manganese 2p x-ray absorption spectrum of MnO (dotted) compared with a 

LFM calculation (solid line). The value of 10 Dq is 0.9 eV.
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in the electron yield detection due to the high x-ray absorption cross section. A large 

range of high-spin Mn2+ systems has been measured. They all have very similar 

spectra that can be well reproduced from LFM calculations (Cramer et al., 1991). 

Using thin MnO fi lms on Ag substrates, Nagel et al. (2007) used the CTM model for 

the analysis of the polarization-dependent x-ray absorption measurements. They 

found a tetragonal distortion of the oxide fi lms where the distortion decreased with 

 increasing fi lm thickness.

6.3.6.2 Fe2O3 

Fe2O3, hematite, is the Fe3+ analog of MnO. Its ground state is also 6A1 but, due to the 

higher valence, the crystal fi eld splitting and the charge-transfer effects will be larger 

than for MnO. The LFM of Fe2O3 is given in Figure 6.8 with a solid line. The crystal-

fi eld strength has been set at 1.5 eV and the Slater–Condon parameters have been 

 rescaled to 90% of their atomic value. The simulation describes the experimental 

spectrum well for both the L3 edge and the L2 edge. From a series of CTM calcula-

tions using a 3d5 + 3d6L ground state, we found that an overall crystal-fi eld splitting 

of 1.5 eV can be obtained by including an ionic crystal-fi eld splitting of 1.2 eV, with 

an additional 0.3 eV splitting due to the difference of hopping energies of 1.0 eV (t2g) 

and 2.0 eV (eg), respectively. The charge-transfer energy has been set to 3.0 eV. This 

simulation is shown with the dashed line. The satellites at 713 and 717 eV are found 

in the CTM simulation. 

A large range of high-spin Fe3+ systems has been measured. Compared to Mn2+, 

there is a larger range of crystal fi eld splittings possible and also tetrahedral Fe3+ 

oxides exist. Tetrahedral Fe3+ systems (e.g. FePO4), have the same 6A1 ground 

state as octahedral systems (de Groot et al., 2005). An important issue in fi elds as in 

FIGURE 6.8 Fe 2p XAS of Fe2O3 (points) compared to a LFM calculation (solid) and a 

CTM simulation (dashed). (Reprinted with permission from de Groot, F. M.F., et al., J. Phys. 
Chem. B, 109, 20751, 2005. Copyright 2005 by the American Chemical Society.)
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mineralogy, catalysis and materials science, is the ratio of Fe3+ and Fe2+ (van Aken 

and Liebscher, 2002).

6.3.6.3 Fe3+(tacn)2

Fe3+(tacn)2 is a low-spin 3d5 system where tacn stands for 1,4,7-triazacyclononane, 

which is a neutral ligand that binds three nitrogen atoms to Fe3+. The two tacn mole-

cules generate a slightly distorted, octahedral low-spin Fe3+ system. Low-spin 3d5 

systems have a t2g
5 ground state. The single t2g hole is strongly affected by the 3d 

spin–orbit coupling, which is modifi ed by distortions from octahedral symmetry. It 

turns out that depending on the symmetry, the single t2g hole is visible at the L2 edge. 

This is explained subsequently.

The 2p XAS spectrum of Fe3+(tacn)2 is well reproduced by the 3d5 + 3d6L CTM 

calculations. In the calculation shown, the hopping parameters for t2g and eg orbitals 

have been optimized to the experiment and an excellent fi t is obtained. The difference 

in t2g and eg hopping also implies that different amounts of 3d6L character are added to 

the ground state for both cases. The ground state of the low-spin Fe3+  system is t2g
5 

and the complete CTM ground state can then be written as t2g
5 + t2g

6L + t2g
5egL and the 

relative amounts of both ligand hole states can be determined. This defi nes the differ-

ential orbital covalence (DOC), which has been explained in detail in the discussion of 

the charge transfer method in Chapter 4. In the case of Fe3+(tacn)2, one fi nds that the t2g 

mixing is small and the t2g states are 99% metallic. In contrast, the eg mixing is very 

strong and the eg states are only 63% metallic. The DOC is the  difference between 

the two orbital types and is 36% for Fe3+(tacn)2. These DOC values can be calculated 

from ground state DFT calculations as this provides an excellent comparison between 

density functional theory (DFT) and CTM calculations (Wasinger et al., 2003).

Figure 6.9 shows one distinct difference between experiment and calculation, 

namely the peak at 718 eV (indicated with an arrow). This peak is completely absent 

in the CTM simulations. The reason for this discrepancy is (partial) quenching of the 

3d spin–orbit coupling. The t2g
5 ground state has 2T2 symmetry. With 3d spin–orbit 

coupling, this state splits into the double group symmetries Γ7 and Γ8, where Γ7 is 

new ground state. The fi nal state is 2p5t2g
6 with 2T1 symmetry. In double group 

 symmetry, this yields Γ6 and Γ8 split by the large 2p spin–orbit coupling. The t2g peak 

has Γ8 symmetry at the L3 edge, and Γ6 symmetry at the L2 edge. The dipole selection 

rules imply that a Γ7 initial state can reach Γ7 and Γ8 fi nal states, whereas Γ6 is forbid-

den. From Γ8, all fi nal state symmetries can be reached. This implies that with the 

inclusion of 3d spin–orbit coupling, the t2g
6 peak is not visible at the L2 edge. Any 

symmetry distortion (e.g. trigonal symmetry) that mixes Γ7 and Γ8 in the ground state 

will cause the t2g
6 peak to become visible at the L2 edge as is the case in the experi-

mental spectrum of Fe3+(tacn)2.

6.3.6.4 Fe3+(CN)6

Fe3+ surrounded by the six cyanide carbon atoms has the usual σ -bonding as all 

oxides and Fe3+(tacn)2, but in addition there is the metal-CN− π-bonding. Usually the 

σ -bonding donates electrons and the π-bonding subtracts electrons (π-bonding is 

also called π-back bonding). The effects of π-bonding signifi cantly complicate the 
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description of the ground state and the XAS spectra. σ-bonding can be described 

with ligand-to-metal charge transfer (LMCT), which is the usual charge transfer as 

used throughout this book. It yields a ground state described as a mixture of 3d5 and 

3d6L. Similarly, π-bonding can be described with a metal-to-ligand charge transfer 

(MLCT), which is the inverse process and its effect in the ground state is described 

as a mixture of 3d5 and 3d4L. 

Using both LMCT and MLCT, the ground state of Fe3+(CN)6 is described as 

3d5 + 3d4L + 3d6L. The 3d5 state is again a t2g
5 state. The LMCT has mainly the 

t2g
5eg

1L-character due to eg-mixing, which represents σ -bonding. The MLCT has 

only t2g
4L-character because there are no eg states occupied. Figure 6.10 shows the 

CTM simulation of the 2p XAS spectrum of Fe3+(CN)6. A very good description is 

found for all peaks observed. Comparing Figure 6.10 to the result for Fe3+(tacn)2, the 

spectrum looks essentially the same but with a large additional peak at ~712 eV. This 

large peak must be due to the π-bonding as this is the difference between Fe3+(CN)6 

and Fe3+(tacn)2. The main mechanism behind the large satellite peak is the degener-

acy between t2g
5 and t2g

4L, implying a close to 50% mixed ground state. This 50–50 

mixture in the ground state is then excited to the bonding and antibonding combina-

tions of the respective core hole states, and again, both are signifi cantly mixed. In 

total, this yields a large satellite. The details of this process have been described by 

Hocking et al. (2006).

6.3.6.5 Intermediate Spin State of SrCoO3

Co4+ is also formally a 3d5 system. The high valence implies larger charge-transfer 

effects than for Mn2+ and Fe3+ systems. Higher covalence could imply a shift to 

FIGURE 6.9 CTM simulation of the 2T2 low-spin compound Fe3+(tacn)2. (Digitized from 

Wasinger et al., 2003. With permission.)
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low-spin systems, similar to the tacn and cyanide complexes for Fe3+. The strong mixing  

of 3d5 and 3d6L also implies a possible new ground state that cannot be obtained with 

an ionic approach (i.e. an intermediate spin state). An intermediate spin state does not 

have a 6A1 t
3e2 or a 2T1 t

5 confi guration but has a 4T2 t
4e1. This state is stabilized by the 

t4e2L state. The t4e2 confi guration is the 5T2 ground state of a 3d6 confi guration and has 

the lowest energy. In addition, eg mixing is much stronger than t2g mixing and together 

this could bring the S = 3/2 state below the S = 5/2 state. A complication, which is dis-

cussed subsequently for Ni3+ systems, is that if these confi gurations are close in energy, 

they can also mix due to the 3d spin–orbit coupling and, in fact, yield mixed spin 

ground state. A mixed spin ground state does not have a S = 5/2 ground state and also 

does not have a S = 3/2 ground state. Instead, it has a linear combination of both. 

Comparison of the CTM calculations of the three different ground states with the 

experimental 2p XAS spectrum of SrCoO3 does not provide a clear answer with regard 

to the actual ground state, mainly due to the lack of structure (Potze et al., 1995).

6.3.7 3d6 SYSTEMS

3d6 systems have six 3d electrons, one of which is always spin-down yielding a 

 maximum spin state of S = 2. The atomic ground state is 5D2. In a cubic crystal fi eld, 

the ground state has, in addition to its three t2g and two eg states spin-up electrons, 

a further t2g spin-down electron. In some respects, this 3d6 ground state is similar 

to the 3d1 ground state as a single t2g electron is fi lled. Low-spin 3d6 systems will 

have a t2g
6 confi guration and 1A1 symmetry, which will be immediately evident from 

the spectral shapes. Similar to 3d5 systems, one could imagine an intermediate spin 

state with S = 1 and a t2g
5eg

1 confi guration.

FIGURE 6.10 CTM simulations of the 2p XAS spectrum of Fe3+(CN)6, including both 

MLCT and LMCT. (Digitized from Hocking et al., 2006. With permission.)
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6.3.7.1 Effect of 3d Spin–Orbit Coupling in Fe2SiO4 

Fe2SiO4 contains Fe2+ in octahedral positions. The Fe2+ sites have a high-spin 5T2 

ground state. Figure 6.11 gives the iron 2p XAS spectrum of Fe2SiO4, in compari-

son with LFM calculations with a crystal-fi eld strength of 1.2 eV. The 5T2 ground 

state of Fe2SiO4 is sensitive to the effects of 3d spin–orbit coupling. The L3, and in 

particular, the L2 edge are better simulated if 3d spin–orbit coupling is not included. 

In particular, the feature at 719 eV is observed clearly in experiment and is absent 

if 3d spin–orbit coupling is included. It turns out that for Fe2SiO4, the 3d spin–orbit 

coupling is effectively quenched at room temperature, which could be caused by 

dispersion effects and/or by symmetry reduction. A quenched 3d spin–orbit 

 coupling is also found for CrO2 but not for many other systems including LaTiO3, 

Fe3+(tacn), and CoO.

The situation regarding the 2p XAS spectrum of FeO is unclear. The older 

spectra show a broad spectrum that is not well resolved (Colliex et al., 1991; 

Crombette 1995), but seems to agree with calculations. Recently, two FeO  spectra 

were published that varied signifi cantly. Prince et al. (2005) found a L3 edge 

shoulder below the main peak, while Regan et al. (2001) found a shoulder above 

the L3 main peak. This spectrum is very similar to the spectra of other octahe-

dral Fe2+ systems such as Fe2SiO4, and to CaFe(SiO3)2 (hedenbergite) (van Aken 

and Liebscher, 2002) and compares well with calculations of Fe2+ in octahedral 

symmetry. Also, in the case of FeO, the calculations fi t better if the 3d spin–orbit 

coupling is set to zero.

FIGURE 6.11 Fe 2p XAS of Fe2SiO4 (points) compared to a LFM calculation without (solid) 

and with 3d spin–orbit coupling (dashed). (Reprinted with permission from de Groot, F.M.F., 
et al., J. Phys. Chem. B, 109, 20751, 2005. Copyright 2005 by the American Chemical Society.)
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6.3.7.2 Co3+ Oxides

Co3+ is more covalent than Fe2+. This implies that it is close to a high-spin low-spin 

transition point for oxides. The options for the Co3+ 3d6 ground state are 5T2 high-

spin t2g
4eg

2, 3T1 intermediate-spin t2g
5eg

1, and 1A1 low-spin t2g
3eg

3. LiCoO2 is clearly in 

a low-spin ground state. Its 2p XAS spectrum is essentially reproduced by a LFM 

calculation, as can be seen in Figure 6.12 (de Groot et al., 1993b). Other low-spin 

Co3+ oxides include La2Li0.5Co0.5O4 (Hu et al., 2002), EuCoO3 (Hu et al., 2004), and 

the Co3+ ions in Co3O4 (Morales et al., 2004).

LaCoO3 is a material with a long history regarding its spin state. In particular, its 

spin transition from low-spin (LS) to high-spin (HS) over a large temperature range 

from 50–300 K. At low temperature, LaCoO3 is low spin and at higher temperatures 

there is a transition to a higher spin state and/or an admixture of a higher spin state. 

Hu et al. (2002) have shown that the branching ratio difference between the 1A1 low-

spin material La2Li0.5Co0.5O4 and LaCoO3 indicates a 3T1 intermediate spin state, 

using CTM calculations. In fact, they showed a mixed spin state between low-spin 
1A1 and high-spin 5T2, due to the effects of 3d spin orbit coupling. For the case of 

PrNiO3, this is discussed in Section 6.3.8.2. A mixed spin state is not the same as an 

intermediate spin state: an intermediate spin state has a fi xed overall angular 

momentum of S = 1, while a mixed spin state between S = 2, S = 1, and S = 0 gradu-

ally changes its spin depending on the contributions of the three confi gurations. Note 

that a mixed spin state is a quantum-chemical single state and not a thermal popula-

tion of excited confi gurations. We conclude that it could well be the case that LaCoO3 

is in a mixed spin ground state, induced by the combination of large covalence and 

FIGURE 6.12 Co 2p XAS spectrum of LiCoO2 compared with a LFM calculation for a 1A1 

low-spin ground state. (From de Groot, 1991, PhD thesis. With permission.)
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3d spin–orbit coupling. Sr2CoO3Cl is a pure high-spin Co3+ oxide as is evident from 

its 2p XAS spectrum (Hu et al., 2004).

6.3.8 3d7 SYSTEMS

3d7 systems have seven 3d electrons with a 4F3/2 atomic ground state. In a cubic 

 crystal fi eld, the ground state has, in addition to its three t2g and two eg states spin-up 

electrons, two additional t2g spin-down electrons. Similar to 3d1 and 3d6 systems, 3d7 

systems are also sensitive to 3d spin–orbit coupling.

6.3.8.1 Effects of 3d Spin–Orbit Coupling on the Ground State of Co2+

The ground state of a Co2+ system is 4T1 with a partly fi lled t2g state. This makes the 

ground state susceptible to 3d spin–orbit coupling. The 4T1 ground state is split by 

the 3d spin–orbit coupling into four substates, respectively, E2, G, another G state, 

and E1. Using the atomic value for the 3d spin–orbit coupling, the relative energies of 

these states are: E2 at 0 meV, the fi rst G state at 44 meV, the second G state at 115 

meV, and the E1 state at 128 meV respectively. Figure 6.13 shows the 2p XAS spectra 

related to these four 4T1 states. The Tanabe–Sugano diagram for 3d7 shows that, in 

the whole crystal fi eld range for high-spin ground states, the effect of 3d spin–orbit 

coupling is similar. At 0 K, only the ground state is occupied. However, because the 

energies of the excited confi guration are very low, at fi nite temperatures the other 

initial state confi guration will be partly occupied. Using a Boltzmann distribution, 

FIGURE 6.13 LFM spectra for the four low-lying states of the 4T1 ground state of a high-

spin Co2+ system. From bottom to top: E2, the ground state; G, the fi rst excited state; G, the 

second excited state; and E1, the third excited state. (From de Groot, 1991, PhD thesis. With 

permission.)
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at room temperature (= 25 meV), the fi rst excited G state has an occupation of ~20% 

with respect to the E2 ground state. Since the fi nal states that can be reached from the 

ground state and from the lowest excited states are different, the spectrum will 

change with temperature depending on how much each of the initial states is 

 thermally populated.

Figure 6.14 shows the comparison between the experimental CoO spectrum and 

three simulations. Calculations are shown for the ground state only (0 K), for 300 K 

and for the situation that no 3d spin–orbit coupling is included. This last situation 

implies that all four low-lying states are added. The 300 K spectrum contains ~20% 

of the fi rst G-state, which improves the agreement with experiment. Recently, this 

temperature dependence has been experimentally confi rmed for CoO by Haverkort 

et al. (2005b).

6.3.8.2 Mixed Spin Ground State in PrNiO3

Ni3+ also has a 3d7 ground state. Due to the increased covalence, Ni3+ systems are 

close to the high-spin low-spin transition point. The increased charge transfer also 

increases the effects of the 3d spin–orbit coupling. This gives the ingredients for a 

new type of ground state that can best be described as mixed spin. That is, the 

ground state is a linear combination of 4T1 high-spin and 2E low-spin. As described 

for Co2+, the 4T1 high-spin state is split by 3d spin–orbit coupling into E2, G, G, and 

E1, respectively. The 2E low-spin state is pure and has G symmetry. At the high-spin 

low-spin transition point, the ground state switches from E2 to G. Initially, this new 

G ground state is not a pure low-spin state, but a quantum chemical mixture of high 
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FIGURE 6.14 Comparison of the experimental 2p XAS spectrum of CoO and three simula-

tions at 300 K, 0 K and with zero 3d spin–orbit coupling. (From de Groot, F.M.F., J. Electron 
Spectrosc. Relat. Phenom., 67, 529, 1994. With permission from Elsevier Ltd.)
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spin and low spin. This situation has recently been confi rmed experimentally in the 

case of PrNiO3 (Piamonteze et al., 2005).

The ground state consists of a range of different symmetries that are mixed up 

by the 3d spin–orbit coupling and the charge-transfer effect. The contributions of 

these different symmetries to the ground state and to spin 〈 Sz 〉 and orbital 〈 Lz 〉 
angular momenta as functions of 10 Dq are shown in Figure 6.15. The labels refer 

to the distribution of the 3d holes among B1, A1, B2, and E orbitals. In the metallic 

state with 10 Dq = 2.2 eV, the ground state is composed of 38% B1B1A1 (LS) and 8% 

B1A1E (HS), and the rest being charge transfer confi gurations. The ground-state 

transition takes place at 10 Dq = 2.1 eV where we obtain the same contributions for 

HS and LS states; that is, the ground state is 25% B1A1E and 25% B1B1A1. The spin 

angular momentum assumes an intermediate value Sz = 0.7. The mixed-spin state 

also arises due to the strong hybridization that mixes the Ni 3d and O 2p orbitals. 

A detailed comparison with experimental spectra has been described by Piamonteze 

et al. (2005).

FIGURE 6.15 Variation of (top) the ground-state composition and (bottom) Sz, Lz as a function 

of 10 Dq. The confi guration B1B1A1 corresponds to the S = 1/2 LS state and the confi guration 

B1A1E corresponds to the S = 3/2 HS state. B1EL and other ligand hole states correspond to the 

charge transfer confi gurations. (Reprinted with permission from Piamonteze, C., de Groot, 

F.M.F., Tolentino, H.C.N., et al., Phys. Rev. B, 71, 020406, 2005. Copyright 2005 by the 

American Physical Society.)
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6.3.9 3d8 SYSTEMS 

3d8 systems have eight 3d electrons with a 3F4 atomic ground state. In a cubic crystal 

fi eld, in addition to its three t2g and two eg states, the ground state has spin-up elec-

trons and three additional t2g spin-down electrons. This implies that the two remaining  

holes will be the spin-down eg states and a stable ground state is formed that will 

always be high-spin in octahedral symmetry. The prototype system is NiO. In order 

to create a low-spin ground state, a strong symmetry distortion must be applied as 

will be discussed in the next section.

6.3.9.1 NiO

NiO seems to be a prototype system of a straightforward ground state, as defi ned by 

its 3A2 ground state with six t2g electrons plus two spin-up eg electrons. However, in 

the discussion of the XMCD effect for Ni2+ systems, it becomes clear that, although 

the ground state is 3A2, there is still a detectable effect of the 3d spin–orbit coupling. 

The 3d spin–orbit coupling is not able to split the 3A2 ground state, but it is able to 

modify the mixing of the 3A2 ground state with excited states. This is a small effect, 

but because the spectrum of NiO consists of only a few peaks, this effect becomes 

detectable.

Because the 2p XAS spectrum of NiO is well resolved, it has been shown that it 

is sensitive to another weak interaction, the super-exchange interaction coupling the 

spins on the different nickel sites.

The temperature dependence of the L2 part of the 2p XAS spectrum of 20 

 monolayers of NiO on MgO(100) changes as a function of temperature [Alders et al. 

(1998)]. This effect can be simulated by adding an exchange fi eld to the ground state. 

The ground state has 3A2 (T2) symmetry, with S = 1. An exchange fi eld splits it into 

three MS states (+1, 0, and –1) that each have a slightly different isotropic spectrum. 

A LFM calculation of the L2 edge shows that the fi rst peak is the highest for the 

ground state. Increasing the temperature gives an admixture of the fi rst excited state 

and this effectively increases the second peak, reproducing the experimental trend. 

The inclusion of the 3d spin–orbit coupling improves the agreement with experi-

ment. This suggests that the inclusion of the 3d spin–orbit coupling is also important 

for the 3A2 ground state of NiO even though it has no direct effect. It still has some 

effect due to the admixture of excited confi gurations and this effect is big enough to 

be  distinguishable. We note that the calculations by Alders et al. (1998) did include 

the 3d spin–orbit coupling, while the calculations for two coupled Ni sites by van 

Veenendaal et al. (1995) used a zero 3d spin–orbit coupling.

6.3.9.2 High-Spin and Low-Spin Ni2+ and Cu3+ Systems

Ni2+ and Cu3+ systems have a 3d8 ground state, which implies that octahedral systems 

are always high-spin with the two holes in the two eg orbitals. The only way to get a 

low-spin ground state is to lower the symmetry to, for example, square planar sym-

metry. In square planar symmetry, the energy difference between the x2 – y2 orbital 

and the z2 orbital is large enough that both holes form a singlet in the x2 – y2 orbital. 

This is, for example, the case for K2Ni-ditio-oxolate (van der Laan et al., 1988).
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In addition to Ni2+ systems, Cu3+ systems also formally have a 3d8 ground state. 

Cu3+ systems have a negative charge-transfer energy, which implies that the 3d9L 

confi guration has a lower energy than the 3d8 confi guration. Still, these systems 

should be considered as Cu3+ because their symmetry is either S = 1 for the octa-

hedral high-spin ground states or S = 0 for the square planar low-spin ground states.

Figure 6.16 shows the experimental spectra of high-spin Cs2KCuF6 (bottom) 

and La2Li½Cu½O4 (top), in comparison with charge-transfer multiplet calculations. 

The ground state of Cu3+ is similar to Ni2+, both being a linear combination of 3d8 

and 3d9L. Still, the spectrum of Cu3+ is completely different from Ni2+. The theo-

retical comparison between Ni2+ and Cu3+ has been discussed in Chapter 4, as an 

example of the charge-transfer model. The spectrum of Ni2+ in, for example, NiO, 

looks essentially like a pure 3d8 ground state, which is a little affected by charge-

transfer satellites. The spectrum of Cu3+ looks completely different. In the fi nal 

state, the energy of c3d10L is signifi cantly lower than the energy of c3d9. 

This yields a sharp single peak at 933 eV. The c3d9 multiplet is found between 936 

and 940 eV. It is clear that for negative delta systems, it would make little sense to 

simulate the spectrum from a single confi guration LFM calculation. At least two 

confi gurations are always needed to describe the basics of the spectral shapes. 

FIGURE 6.16 Results of theoretical simulations of the copper 2p x-ray absorption spectra 

of Cs2KCuF6 (bottom) and La2Li½Cu½O4 (top), in comparison with the experimental spectra. 

(From Hu, Z., Kaindl, G., Warda, S.A., Reinen, D., de Groot, F.M.F., and Muller, B.G., Chem. 

Phys., 232, 63, 1998a. With permission from Elsevier Ltd.)
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Negative delta ions are not the most common ions: they include, for example, 

Cu3+, Ni3+, and Fe4+.

6.3.10 3d9 SYSTEMS

3d9 systems have nine 3d electrons with a 2D5/2 atomic ground state. There is only a 

single 3d hole. In octahedral symmetry, this hole is found in an eg state and, in square 

planar symmetry, the hole has x2 − y2 symmetry. 

The 3d9 ground state is central in the undoped cuprates that are the parent com-

pounds for the high Tc superconductors. This initially included the systems La2CuO4 

doped with Sr or Ca, YBa2Cu3O7 doped with oxygen vacancies and Nd2CuO4 doped 

with Ce (Dagotto, 1994). An important experiment concerning the x-ray absorption 

studies on high Tc materials is to be found in a paper by Chen et al. (1992). They show 

the angular dependence of the oxygen K edge and copper L edge of Sr-doped 

La2−xSrxCuO4 (x = 0.15). Figure 6.17 shows the copper L edge; the oxygen K edges 

are discussed in Section 6.4.4. The copper 2p excitation in a 3d9 system has a single 

2p3d transition to a 3d10 fi nal state. Figure 6.17 shows that the sharp copper L edge 

shows almost complete polarization and the 3d10 fi nal state has almost pure in-plane 

polarization (Eh ⊥ c, where the CuO plane is ab), indicating that the 3d hole is almost 

pure x2 − y2 in character.

Doping a 3d9 system with holes leads to the formation of singlet states that are 

an important aspect of high Tc superconductivity. Sr doping leads to Cu3+ sites that 

can be described with mainly a 3d9L ground state, as discussed above. The 3d10L 

peaks related to these Cu3+ sites are at a slightly higher excitation energy than the 

3d10 peaks—931.6 eV for 3d10 and ~933 eV for 3d10L. Chen et al. (1992) have shown 

FIGURE 6.17 Cu L edge XAS of La(Sr)CuO4 for the polarization in the CuO plane (solid 

with dots) and perpendicular to it (solid). (Reprinted with permission from Chen, C.T., et al., 

Phys. Rev. Lett., 68, 2543, 1992. Copyright 1992 by the American Physical Society.)
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that doping up to x = 0.15 creates essentially x2 − y2 holes, where x = 0.35 overdoped 

samples have a signifi cant amount of z2 holes. A more detailed discussion of the 

 electronic structure of the copper oxides is given in Chapter 8.

6.4  OTHER X-RAY ABSORPTION SPECTRA OF 
THE 3d TM SYSTEMS

6.4.1 TM M2,3 EDGES 

The M2,3 edges of the 3d TM systems are less popular than the L2,3 edges. Their 

energy range is not the problem. The 3p core level binding energy increases from 

28 eV in scandium to 75 eV in copper. The excitation of a 3p core electron, from the 

symmetry point of view, is completely analogous to the excitation of a 2p core elec-

tron. This implies that the LFM and CTM calculations are identical, with only some 

parameters having different values. Concerning the basic interactions, there are two 

major differences between 2p and 3p core states. The fi rst is that 3p3d exchange 

interaction is larger than the 2p3d exchange interaction and the second is that the 3p 

spin–orbit coupling is smaller than the 2p spin–orbit coupling. The large 3p3d 

exchange interaction is in many respects a big advantage as is, for example, evident 

for the Kβ XES spectra that have more possibilities than the Kα XES spectra. 

There are, however, two major drawbacks. The fi rst is that the lifetime broaden-

ing of a 3p core state is larger than that of a 2p core state and the second is that the 

core levels are very close together and tend to overlap. Another complication of the 

small core level spin–orbit coupling is that most of the intensity goes to the peaks at 

the highest energies, the so-called delayed onset. These states tend to be broad, 

implying that they also decay very rapidly—in fact, so rapidly that the decay infl u-

ences the spectral shape. The 3p XAS spectra have been measured with high resolu-

tion essentially since the 1960s and since then the spectral resolution has not 

improved. This is in sharp contrast to the 2p XAS spectra discussed previously. The 

3p core states are probably more often studied with EELS in electron microscopes 

than at synchrotron radiation sources. 

A large number of 3p XAS spectra of TM halides have been published by Nakai 

et al. (1974). The spectra consistently show a sharp leading edge followed by the delayed 

onset. It is not surprising that the initial qualitative assignment was that the sharp 

transitions were into the empty 3d states and the delayed onset represented the edge 

with initial transitions to the 4s states. Shin et al. (1981) analyzed the 3p XAS spectra 

of the TM halides with LFM theory. They assigned the complete M2,3 spectra to the 

3p63dn → 3p53dn+1 transitions, in agreement with the L edge analysis. Van der Laan 

(1991) performed a series of multiplet simulations for the M2,3 edges. Over the last 20 

years, M2,3 edges have been measured more often with EELS than with XAS. 

In a TEM-EELS, it is easy to measure the whole energy-loss spectrum between the 

zero-loss line (0 eV) and, say, 1000 eV. This implies that the M2,3 edges of transition 

metal systems can be measured in combination with the L2,3 edges. A recent example 

is the work of Garvie et al. (2004) who measured the iron M1, M2,3, and L2,3 edges plus 

the sulfur L1, L2,3, and K edges of FeS2. This complete set of core spectra allows one 

to cross check the interpretation of the edges. In the work of van Aken et al. (1999), 
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the M2,3 edge was used to determine the ratio between Fe2+ and Fe3+ in a series of 

minerals. Compared to L2,3 edges, the M2,3 edges have a higher cross section but a 

lower resolving power. Recently, the M2,3 edges have again been measured with 

x-rays. The experiments of Chiuzbaian et al. (2005) were in connection with 3p3d 

RXES and Berlasso et al. (2006) measured the M2,3 edges of Fe2O3 and CoO. They 

 compared the synchrotron experiments with spectra obtained from the high harmon-

ics of a laser. The 3p core states have traditionally been used in 3p (resonant) photo-

emission studies that are discussed in Chapter 5. In addition, the 3p core states are 

often used in 1s3p (resonant) x-ray emission that are discussed in Chapter 8.

6.4.2 TM M1 EDGES

The M1 edges of the 3d TM systems are the transitions of the 3s core state. In x-ray 

absorption, the 3s spectra are never used because they yield very broad spectra 

related to the transition from 3s to 4p states. A more interesting situation occurs for 

low-energy EELS where the relaxation of the dipole selection rule allows for 3s3d 

transitions. In addition, 3s XPS (Chapter 5) and 2p3s RXES (Chapter 8) are used. 

The 3s3d excitation spectra using 1000 eV electrons all look rather similar with a 

two-peaked spectrum for the early transition metal oxides and a single peaked spec-

trum for the late transition metal oxides (Steiner et al. 1996). These spectra are 

essentially confi rmed by the calculations of Ogasawara et al. (1998). All early high-

spin TM oxides show two peaks that are due to a spin-up and spin-down electron 

being excited, respectively. The late transition metal oxides only have spin-down 

holes left and, as a consequence, only one peak. It is noted that the 3s EELS spectra 

are different from the 3s XPS spectra. As discussed in Chapter 5, 3s XPS is a combi-

nation of 3s3d exchange and charge-transfer effects, yielding two (or more) peaks for 

all cases with an unpaired spin clearest for the 3d5 systems because of the largest 

number of unpaired spins.

6.4.3 TM K EDGES 

The energy range of the 1s core level binding energy of the 3d transition metals 

increases from 4492 eV in scandium to 8979 eV in copper. This hard x-ray range 

implies that K edges are measured solely with x-ray absorption at synchrotron radia-

tion sources. The 1s3d exchange interactions are of the order of a few MeV and can 

be neglected. With the exception of the pre-edge region, multiplet effects are not 

important and the K edge describes the transition from the 1s core state to the empty 

p states. In general, the K edge spectra can be described with single particle excita-

tion models—for example, FEFF (Ankudinov et al., 1998) or compared to the pro-

jected DOS from any band structure code. The pre-edge region of the K edges cannot 

be described accurately with single particle codes because of the effects of charge 

transfer, multiplets and, as shown recently, the combination of local quadrupole 

peaks plus nonlocal dipole peaks. 

Actually, it is surprising that there is such good agreement between the empty 

p-DOS and the metal K edges of transition metal oxides because large effects from 

charge transfer would be expected. The K edge absorption (e.g., NiO) excites a 1s 
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core electron to an empty 4p state and, at higher energies, to other p states. The 

ground state of NiO as we use throughout this book is described as 3d8 + 3d9L + 

3d10L2. The 1s4p excitation process creates a fi nal state that can be written as 

1s13d84p1 + 1s13d9L4p1, as indicated in Figure 6.18. 

Bair and Goddard (1980) used this model to show that this transition creates 

large charge-transfer effects. Tolentino et al. (1992) described in detail the conse-

quences of this charge-transfer effect. The 1s core hole creates an additional core 

charge that pulls down the 3d states by the core hole potential Udc, similar to 2p XPS. 

The ordering of the initial states gives 3d9L at an energy Δ and, in the fi nal state, 

1s13d9L4p1 should be at an energy Δ − Udc. The 4p1 part of the confi guration implies 

an empty 4p DOS and this implies that two (or more) superimposed DOS structures 

are expected. Tolentino et al. (1992) assigned the peaks in the K edge spectra of 

La2CuO4 following this interpretation. This model was also used by Collart et al. 

(2006) who selectively excited the 1s13d9L4p1 peak and the 1s13d84p1 peak in La2NiO4 

to measure the corresponding RXES spectra.

In contrast to this two-confi guration model, Wu et al. (2004) found good agree-

ment between the metal 4p DOS and the metal K edge XAS for the prototype charge 

transfer systems MnO, CoO, and NiO. This implies that a single confi guration is able 

to describe the spectra and the effects of other confi gurations are not visible at this 

level of comparison. Apparently, a specifi c fi nal state confi guration dominates, where 

it is noted that the experimental resolution is, intrinsically, not very good due to life-

time broadening of the 1s core hole. The broad features can possibly hide features from 

FIGURE 6.18 Energy effects on the various CTM confi gurations for transition metal K 

edges using the 3d8 ground state of NiO as an example. The situation for the main 1s4p edge 

with transitions that cause the lowest energy confi guration to be shifted upwards is indicated 

with thin arrows. The situation for the 1s 3d quadrupole pre-edge structure with transitions 

that are self-screened and that maintain the ordering of the states is indicated with thick 

arrows. These charge-transfer effects are similar to 2p XPS for the K edge and similar to 2p 

XAS for the K pre-edge.
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other confi gurations. Chapter 8 discusses the possibility of effectively removing the 

lifetime broadening of the metal K edges and these high-resolution spectra can then be 

analyzed in much more detail and could show the effects of other confi gurations. 

The pre-edge region is related to transitions to the 3d band. This includes dipole 

transitions from the 1s core state to 4p character that is hybridized with the 3d band, 

as well as quadrupole transitions from the 1s core states directly into empty 3d states. 

Pre-edges are diffi cult to analyze because they involve both band structure effects and 

multiplet effects. In general, one can say that there are two main reasons for their 

obscurity. One is the lifetime broadening and usually the applied experimental resolu-

tion will yield a total broadening on the order of 1.5 eV, thus blurring of the potential 

fi ne structure in the pre-edges. The second is the combination of both direct quadru-

pole transitions and dipole transitions to p-character that has hybridized with the 3d 

band. As a result, the pre-edge structures are in most cases analyzed only qualitatively, 

for example, by measuring global properties (i.e. their center of gravity and integrated 

intensity), to relate to properties such as their site symmetry and effective mean 

valence. In Chapter 8, we describe a method that effectively eliminates the 1s lifetime 

broadening of the pre-edge structures. This yields sharper structures and the 2D RXES 

images also reveal the nature of the different states in the pre-edge region. 

Figure 6.19 shows the Fe 1s x-ray absorption spectra of FeAl2O4, Fe2SiO4, Fe2O3, 

and FePO4, normalized to the edge jump with respect to the EXAFS region. One 

observes a pre-edge structure around 7115 eV followed by the absorption edge. The 

edge energy is 7118 eV for the divalent iron oxides and 7122 eV for the trivalent iron 

oxides. The pre-edge region of iron compounds has been investigated systematically 

by Westre et al. (1999). In this study, the pre-edges are analyzed in terms of pure 

FIGURE 6.19 Experimental Fe 1s x-ray absorption spectra of FeAl2O4 (dotted), Fe2SiO4 

(solid), Fe2O3 (solid with points), and FePO4 (dashed). (Reprinted with permission from 

de Groot, F., et al., J. Phys. Chem. B, 109, 20751, 2005. Copyright 2005 by the American 

Chemical Society.)
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quadrupole transitions and the spectra could be interpreted in terms of multiplet 

 theory including the crystal fi eld and intra-atomic electron–electron interactions. 

The Fe3+ spectra are calculated from the quadrupole transitions of 3d5 to 1s13d6. The 

Fe2+ spectra use 3d6 as the ground state. The intensity of the pre-edge region is larger 

for compounds in which the metal site has tetrahedral symmetry than for octahedral 

systems. In tetrahedral systems, the local mixing of p and d nature is symmetry 

allowed, whereas for a system with inversion symmetry, such as octahedral symme-

try, it is forbidden. This rule is relaxed in the solid and, if the DOS is calculated, then 

one fi nds small admixtures of p states in the 3d band even for perfect octahedral sys-

tems. However, this admixture is less than that for tetrahedral systems. A 4p charac-

ter will be mixed into the 3d band if an octahedral metal site is distorted, resulting 

in an increased intensity of the pre-edge. 

Figure 6.20 shows two multiplet calculations of the pre-edge of Fe2SiO4. The Fe 

site has a 3d6 confi guration that, in spherical symmetry, has a 5D ground state. A 

quadrupole excitation brings this ground state to the two possible fi nal states of 
4F and 4P, respectively. The addition of a cubic crystal-fi eld (top spectrum) gives 

three peaks, respectively, related to 4T1g, 
4T2g, and another 4T1g fi nal state of the 

(1s1)3d7 confi gurations where the symmetry labels apply to the 3d part only. These 

LFM calculations do not include the 3d spin–orbit coupling, the 1s3d exchange inter-

action, or the effects due to charge transfer. The bottom fi gure includes all of these 

effects and instead of three peaks, a large number of peaks are visible. However, 

after broadening, the same spectrum is essentially obtained. Note that at the energy 

range between 7117 and 7123 eV, charge-transfer satellites would be visible in prin-

ciple, similar to the L2,3 edges. In this energy range, the sharply rising main K edge 
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FIGURE 6.20 LFM (top) and CTM (bottom) calculations of the pre-edge of Fe2SiO4. 

(Reprinted with permission from de Groot, F., Coord. Chem. Rev., 249, 31, 2005. Copyright 

2005 by the American Chemical Society.)
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is observed, which makes any small charge-transfer satellites impossible to 

 distinguish. For tetrahedral symmetry, there is the well-known admixture of dipole 

transitions to some (but not all) multiplet states.

The above-mentioned Fe K pre-edge structure of iron oxides is explained only 

by the 1s3d quadrupole transition. For other TM compounds, a pre-edge structure 

caused by a different mechanism coexists with that due to the quadrupole transition. 

A typical example is the structure of Ti K pre-edge of TiO2, as discussed in 

Section 5.5.7. The pre-edge of TiO2 has three pre-peaks that are caused by two 

effects, namely the 1s to 3d quadrupole transition and the 1s to 3d nonlocal dipole 

transition. The nonlocal dipole transition occurs from Ti 1s to Ti 3d states but 

between different Ti sites (denoted by off-site 3d state), this transition is weakly 

dipole allowed because of the hybridization of Ti 4p, O 2p and off-site Ti 3d 

states. Both the 1s to 3d quadrupole transition and 1s to 3d nonlocal dipole transi-

tion split into T2g and Eg peaks, but the Eg peak energy of the 1s to 3d quadrupole 

transition almost coincides with the T2g peak energy of the 1s to 3d nonlocal 

dipole transition, so that three prepeaks are observed experimentally. Recent 1s2p 

RXES studies have confi rmed that a similar situation occurs for iron, cobalt, and 

copper oxides. In all these cases, peaks due to direct quadrupole transitions into 

the 3d states are accompanied by nonlocal dipole transitions. These nonlocal 

transitions disappear for those systems that have  isolated transition metal ions. 

Figure 6.21 shows the K edge XAS spectrum of LiCoO2, which is an oxide 

where Co is in a low-spin 3d6 ground state. The edge is visible at 7717 eV and before 

the edge, two separate peaks are visible at 7709 and 7711 eV. The HERFD-XAS 

(high-energy resolution fl uorescence detection) shows two well separated peaks. 

7710

1
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7720 7725
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edge

edge

non
local

Energy (eV)

7715

FIGURE 6.21 K edge of LiCoO2 measured with HERFD-XAS (black) and normal XAS 

(light gray). The pre-edge indicates the quadrupole 3d6 → 1s13d7 transition. The second peak 

shows the nonlocal dipole 3d6 → 1s14p1 (3d band) transition.
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Because low-spin 3d6 has a fi lled t2g shell and an empty eg shell, its quadrupole spec-

trum consists of only a single peak. In the XAS spectra, two peaks are visible. The 

1s2p RXES images show that the fi rst peak shows resonance beha vior with decay 

peaks only at one excitation energy, while the second peak shows the decay that fol-

lows the excitation energy. This implies that the fi rst peak is a 3d6 → 1s13d7 quadru-

pole local resonance while the second peak is a nonlocal dipole 3d6 → 1s13d6(3d*)1 

(3d* is a 3d band or an off-site 3d state) transition. For more details on HERFD-XAS 

and the 1s2p RXES image, see Chapter 8. 

This nonlocal dipole peak is caused by a transition to the 4p states that are 

hybridized into the 3d band. The hybridization is via oxygen to the nearest metal 

neighbor, where its strength is determined by the geometry and degree of covalence. 

Because this fi nal state is less localized, it is not as much affected by the core hole 

potential as the localized 3d states. It turns out that there is a direct relation between 

the relative importance of the nonlocal dipole peak and the possibilities for the 

 coupling of the empty 4p states into neighboring 3d bands where the Co-O-Co 

 distance and bond angle are important (Vanko et al., 2007).

6.4.4 LIGAND K EDGES 

The single electron approximation gives an adequate simulation of the x-ray absorp-

tion spectral shape if the interactions between the electrons in the fi nal state are rela-

tively weak. This is the case for all ligand K edges. Assuming a TM oxide, there are 

no multiplet effects within the 2p fi nal states. The ligand 2p states hybridize with the 

correlated 3d states. It is sometimes argued that oxygen 1s spectra are susceptible to 

multiplet effects as far as the 3d part of the spectrum is concerned (van Elp and 

Tanaka, 1999). The good agreement of the DOS with experiments shows, however, 

that multiplet effects are hardly (or not at all) visible in the spectrum. There are also 

no charge-transfer effects. The oxygen K edge excites an oxygen 1s core electron 

but its effect on the 2p and other oxygen valence states can be assumed to be similar 

(i.e. there are no localized states). The 3d states on the neighbor atoms do not feel 

the core hole potential on the oxygen atom. The absence of charge transfer and 

 multiplet effects implies that one can assume the equivalence of the XAS spectrum 

and the DOS as a starting point. The basic aspects of the density of states as deter-

mined by band structure calculations and multiple scattering calculations are 

 discussed in Appendix F.

An usual picture to visualize the electronic structure of a transition metal 

 compound, such as oxides and halides, is to describe the chemical bonding mainly as 

a bonding between the metal 4sp states and the ligand p states (forming a bonding 

combination, the valence band and empty antibonding combinations). The 3d states 

also contribute to the chemical bonding with a valence band that causes them to be 

antibonding in nature. This bonding, taking place in a (distorted) cubic crystalline 

surrounding, causes the 3d states to be split into the so-called t2g and eg manifolds. 

Figure 6.22 shows a DFT calculation of the DOS of TiO2. The total DOS is projected 

to oxygen (O) and titanium (Ti), respectively. Figure 6.23 shows the broadened 

 oxygen DOS in comparison with the experimental spectrum. In line with the dipole 

selection rule, only the oxygen p-projected DOS is used. We assume that the DOS of 

complex systems is calculated using the DFT-LDA approximation.
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FIGURE 6.22 Density of states of rutile TiO2, separated into the oxygen and titanium atoms, 

as calculated with LMTO. (Reprinted with permission from de Groot, F.M.F., Faber, J., 

Michiels, J.J.M., Czyzyk, M.T., Abbate, M., and Fuggle, J.C., Phys. Rev. B, 48, 2074, 1993. 

Copyright 1993 by the American Physical Society.)

FIGURE 6.23 Comparison between the oxygen p-projected DOS and the experimental 

 oxygen 1s XAS spectrum of rutile TiO2. (Reprinted with permission from de Groot, F.M.F., 

Faber, J., Michiels, J.J.M., Czyzyk, M.T., Abbate, M., and Fuggle, J.C., Phys. Rev. B, 48, 2074, 

1993. Copyright 1993 by the American Physical Society.)
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We can conclude that the oxygen K edge XAS spectrum of TiO2 can be simulated 

with the oxygen p-projected DOS as calculated by DFT. Actually, in the case of the 

oxygen K edge of TiO2, the core hole effect is small and can be neglected. The simi-

larity between x-ray absorption and the projected DOS allows a qualitative analysis 

of the spectral shapes without the actual inclusion of calculations.

Figure 6.24 shows the oxygen K edges of three transition metal oxides. The two 

regions in the spectrum that can be distinguished are the oxygen 2p states related to 

the empty 3d band (from 530–535 eV), and the structure between 535 and 545 eV that 

is related to the empty 4s and 4p states of copper. The 3d band is split by the cubic 

crystal fi eld and, in the fi rst approximation, two peaks are observed that are related to 

the t2g and eg orbitals, respectively. Figure 6.25 shows the oxygen p-projected DOS of 

TiO2, VO2, CrO2, and MnO2 (from top to bottom). The calculations have been carried 

out with a linearized muffi n-tin orbital (LMTO) code without core hole and with the 

oxides in their magnetic ground-state confi guration. The TiO2 DOS is the same as 

given in Figure 6.23 with some additional broadening. In the series from TiO2 to 

MnO2, each time one electron is added to the 3d band that is empty for TiO2. Each 

added 3d electron fi lls a t2g up-state. VO2 has a t2g
1 confi guration, CrO2 a t2g

2 confi gura-

tion, and MnO2 a t2g
3  confi guration. The interatomic couplings of these t2g electrons 

gives rise to a phase transition for VO2, a half-metallic ferromagnetic system for CrO2, 

and a magnetic ground state for MnO2. Comparison with experiment shows excellent 

agreement for all these oxides, and it can be concluded that the oxygen 1s XAS  spectra 

are described well with the oxygen p- projected DOS. For other ligands, such as 

 carbides, nitrides, and sulfi des, a similar interpretation as that for oxides is expected to 

hold. Their ligand 1s XAS spectra are expected to show close comparison to the 

 projected spin-polarized DOS, as confi rmed by calculations.

FIGURE 6.24 Oxygen 1s XAS spectra of TiO2 (top), V2O3 (middle), and Cr2O3 (bottom). 

(Reprinted with permission from de Groot, F.M.F., Grioni, M., Fuggle, J.C., Ghijsen, J., 

Sawatzky, G.A., and Petersen, H., Phys. Rev. B, 40, 5715, 1989. Copyright 1989 by the 

American Physical Society.)
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The analysis of ligand K edges of transition metal systems shows that the inten-

sity of the pre-edge region can be related to the ligand 2p-metal 3d overlap. This 

can be used to quantify the metal-ligand covalence. This is the central idea in the 

molecular orbital analysis of ligand K edges by Ed Solomon’s group (Glaser et al., 

2000; Solomon et al., 2005). The lowest unoccupied molecular orbital (LUMO) of a 

metal complex is described as a linear combination of metal (M3d) and ligand (Lnp) 

valence orbitals:

 
Y3

2 1 2

3

2
1d d= - Ò + Ò( )

/b b| |M Lnp
 (4.3)

The metal L edge excitation originates from a metal centered 2p orbital and only 

transitions to the metal-centered component of the ground state wave function have 

intensity. Thus, the metal L transition probes the empty metal 3d states, and the 

 integrated intensity of the L-edge x-ray absorption spectrum can be related to the 

covalence (1 − β2) of the partially unoccupied 3d orbitals in a metal complex. 

Similarly, the ligand K edge originates from a ligand-centered 1s orbital and only 

transitions to the ligand-centered component of the ground state wave function have 

FIGURE 6.25 Series of oxygen p-projected DOS calculations of (from top to bottom) 

TiO2, VO2, CrO2, and MnO2 in their magnetic ground states. (Reprinted with permission 

from de Groot, F., Chem. Rev., 101, 1779, 2001. Copyright 2001 by the American Chemical 

Society.)
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intensity. The integrated intensity of the K pre-edge can be related to the covalence 

(β2) of the partially unoccupied 3d orbitals. Implicitly, this assumes that the effect of 

the core hole is neglected.

6.4.4.1 Oxygen K Edges of High Tc Copper Oxides

An important application of oxygen K edges is their use to determine the electronic 

structure of high Tc superconductors based on copper-oxide planes.

Figure 6.26 shows the oxygen K edge of La2−xSrxCuO4 and it can be observed 

that as a function of the doping, an extra state is visible below the peak at 530.3 eV. 

The peak at 530.3 eV is related to the oxygen holes of the Cu2+ state whereas the 

528.8 eV peak is related to the Cu3+ state. It can be observed that already at x = 0.15, 

the peak at 528.8 eV is higher than the peak at 530.3 eV, caused by the larger oxygen 

contribution to the Cu3+ peak, which is reproduced by the Hubbard model calcula-

tions (Chen et al., 1991b, 1992). The polarization-dependent study of these peaks 

shows that they are mainly in the CuO plane for the doping range showed with 

approximately 15% out-of-plane character (Chen et al., 1992). Over-doping to 

x = 0.35 yields a larger out-of-plane character, up to 35%.

6.4.5 SOFT X-RAY K EDGES BY X-RAY RAMAN SPECTROSCOPY

X-ray Raman spectroscopy (XRS) is the x-ray analog of optical and UV Raman. 

A hard x-ray, typically with an energy of ~10 keV, impinges on the sample and the 

FIGURE 6.26 The oxygen K edge of La2-xSrxCuO4 as a function of the doping concentra-

tion x. The value of x is from bottom to top, respectively 0.00, 0.02, 0.04, 0.07, 0.10, and 

0.15. (Reprinted with permission from Chen, C.T., Smith, N.V., and Sette, F., Phys. Rev. B, 43, 

6785, 1991a. Copyright 1991 by the American Physical Society.)
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radiation is scattered inelastically by the interaction HINT(2) in Equation 2.26 of 

Chapter 2 (denoted by Thomson scattering as described in Chapter 8), is measured. 

Similar to normal Raman scattering, one can study vibrations (meV range) and elec-

tronic excitations (eV range). In addition, one can study core electron excitations that 

relate to energy losses of several hundred eV. Core level x-ray Raman has alterna-

tively be called x-ray energy loss spectroscopy (XELS) to stress its analogy with 

EELS. Exactly as is the case for EELS, the core excitation spectra from XRS can be 

described in analogy with x-ray absorption, at least if one remains within the dipole 

approximation and uses small scattering momenta. In practice, x-ray Raman is 

limited to the soft x-ray absorption K edge spectra of Z = 3 (Li) to Z = 14 (Si). 

Important applications are the ligand K edges of carbon, nitrogen, and oxygen 

(Bergmann et al., 2000, 2002, 2003, 2004).

It is obvious that x-ray Raman has great potential for in situ measurements. The 

complete experiment involves hard x-rays (10 keV), hence there is considerable 

 penetrating power, and experiments under extreme conditions (e.g. high-pressure in 

diamond anvil cells), are possible. X-ray Raman spectroscopy represents a hard x-ray 

alternative to conventional XAS techniques in the study of systems with light 

 elements and XRS is particularly useful for carbon, nitrogen, and oxygen edges. An 

important application is the study of H2O under various conditions and the XRS data 

on liquid water have created intense discussions, especially with regard to hydrogen 

bonding (Wernet et al., 2004, 2005; Naslund et al., 2005). 

6.4.5.1 Modifying the Selection Rules

Krisch et al. (1997) measured the Li K edge spectrum with XRS. They measured the 

XRS spectrum at two different scattering angles and, because the momentum transfer 

is different at these two angles, the selection rules are also different. Small scattering 

angles give small momentum transfer yielding dipole selection rules, while larger 

momentum transfer can bring the selection rules to a quadrupole nature. The 

Δl = 1 dipole selection rule (a) yields the normal Li K edge as measured with Li K 

edge XAS and this corresponds to the empty p-DOS. The quadrupole selection rule 

allows for Δl = 2 and Δl = 0 transitions and this makes the empty s-DOS and the empty 

d-DOS visible. In the case of Li metal, only the empty s-DOS is important at the edge 

(Krisch et al., 1997). In general, these large momentum transfer XRS experiments 

could be used to determine the s- and d-DOS versus the p-DOS for any system.

6.5  X-RAY ABSORPTION SPECTRA OF THE 4d 
AND 5d TM SYSTEMS

The 4d and 5d TM compounds are dominated by their partly fi lled 4d (5d) band. 

Compared with the 3d TM compounds discussed above, the main differences are 

that the 4d band has a much larger 4d spin–orbit coupling and that the 4d band is 

much less localized than the 3d band. In short, this implies that the 4d spin–orbit 

coupling is always important though the systems are less correlated, less affected by 

multiplet effects and have a larger crystal fi eld splitting. For the spin state, this 

implies that 4d systems tend to be low spin.
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6.5.1 L2,3 EDGES OF 4d TM SYSTEMS

The L2 and L3 edges of 3d and 4d TM systems have a quite different shape. For 3d 

systems, the L2 and L3 edges are separated by an energy of only 5–20 eV. In Section 

6.3, we have discussed at length the 2p XAS spectra of the 3d TM systems. The L3 

edge is completely different from the L2 edge and their branching ratio is far from 

2 : 1. The origin for these large differences has been determined as a combination of 

the 3d spin–orbit coupling and correlations between the 2p core hole and the 3d 

holes. Details on the branching ratio rules can be found in the papers of Thole and 

van der Laan (1988a,b,c). 

For 4d TM systems, the separation between the L3 and L2 edges is of the order of 

100 eV. Furthermore, the coupling of the 2p core wave function with the 4d valence 

states is much weaker, resulting in multiplet effects of the order of only 2 eV. The con-

sequence is that the L3 to L2 ratio is always close to 2 : 1. Experiments have detected 

differences, though in the spectral shape, for a range of 4d TM systems, including 

compounds of Zr, Mo, Nb, and Ru. One observes that the L3 and L2 edges are differ-

ent and that the fi rst peak of the crystal fi eld split doublet is more intense in the L2 

edge compared with the L3 edge. Often it is assumed that the 4d spin–orbit coupling 

is the sole origin of this difference, but the main reason for the  difference between the 

L3 and L2 edges of the 4d systems are in fact the multiplet effects coupling the 2p core 

wave function to the valence states of 4d character.

Figure 6.27 compares the experimental spectrum of MoF6 with a LFM calcula-

tion. The calculation has been performed for Mo6+, 4d0. The Slater integrals have 

been reduced to 75% of their atomic values to account for charge-transfer effects. A 

cubic crystal fi eld of 4.5 eV was fi tted to the experiment. For large values of the crys-

tal fi eld, the observed splitting directly represents the crystal fi eld splitting. The theo-

retical line spectrum was broadened with a lifetime broadening of 2.0 eV. 

The spectrum was then convoluted with a Gaussian of 0.4 eV to simulate the experi-

mental broadening. The different shape of the L3 and L2 edge can only be explained 

from the inclusion of multiplet effects.

Figure 6.28 shows the results of LFM calculations for the L3 (solid) and L2 

(dashed) spectra of molybdenum for valences from Mo6+ (4d0; bottom) to Mo0 (4d6; 

top). The spectra have been aligned and normalized to the peak height of the L3 edge. 

The L2 edge is shifted over the 2p spin–orbit splitting and multiplied by 2. The spec-

tra have been calculated using a reduction of 50% for the dd Slater integrals and a 

reduction of 75% for the pd Slater integrals. This reduction is used to simulate the 

fact that the ground state is affected by charge transfer. A crystal fi eld splitting of 

4.0 eV has been used and as a result all 4dn states are in a low-spin ground state. 

Thus, in going through the series from the bottom (4d0) to the top (4d6), every added 

electron fi lls one t2g state. Because the number of t2g holes decreases from six to zero 

while the number of eg holes is four in all cases, in a single-particle interpretation the 

intensity of the fi rst peak will decrease linearly with the number of holes. The multi-

plet effects (and the 4d spin–orbit coupling) modify this picture slightly and it can be 

observed that for both the L3 and the L2 edge, the intensity of the t2g peak indeed 

decreases from 4d0 via 4d2 and 4d4 to 4d6. The effect is stronger for the L2 edge and 

the L2 edge t2g peak intensity of the 4d4 system is very small. In the case of 4d6 

 systems, there is only one peak present since there are no t2g holes left.
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The main reasons for this behavior are the effects of the dd multiplet and the 4d 

spin–orbit coupling on the initial state. Following the arguments of Sham (1983), we 

can illustrate this for the missing t2g peak of 4d5. The ground state of the low-spin 4d5 

state in octahedral symmetry is 2T2. If one excites a 2p electron to the single t2g hole, 

the fi nal state has the confi guration 2p5t2g
6, which has the symmetry 2T1. Including 

the 2p spin–orbit coupling, the 2T1 state is split into a Γ6 (related to the L2 edge) and 

a Γ8 (related to the L3 edge) state. If the 4d spin–orbit coupling is also included, the 
2T2 ground state is split and the new ground state is the Γ7 state, while the Γ8 state is 

shifted by an energy related to the 4d spin–orbit coupling. A dipole transition is 

 possible from the 4d5[Γ7] ground state to the 2p64d6[Γ8] fi nal state but not to a fi nal 

state with Γ6 symmetry. Hence the t2g hole cannot be reached at the L2 edge. Without 

the 4d spin–orbit coupling, both the Γ7 and Γ8 initial states degenerate and a dipole 

transition is possible for both the L3 and the L2 edges. Below, we discuss the effects 

of lower symmetries.

Figure 6.29 compares the experimental result for solid Ru(NH3)6Cl6 with the 

result of a LFM calculation. The calculation was performed for 4d5 Ru3+ with Slater 

integrals reduced to about 25% of their atomic values and a crystal fi eld of 3.65 eV. 

FIGURE 6.27 Comparison of a LFM calculation of Mo6+, 4d0 (solid line) with an  experimental 

spectrum of gas-phase MoF6 (points). Both the L2 edge (top) and the L3 edge (bottom) have 

been aligned and centered at zero. (Reprinted with permission from de Groot, F.M.F., Hu, Z.W., 

Lopez, M.F., Kaindl, G., Guillot, F., and Tronc, M., J. Chem. Phys., 101, 6570, 1994c. Copyright 

1994 by the American Institute of Physics.)
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As discussed previously, the differences between the L3 and L2 spectra are special 

for a 4d5 ground state because, in the spectrum of the L2 edge, the t2g peak is absent. 

The dashed line gives the result if the 4d spin–orbit coupling is put to zero; as dis-

cussed above, the t2g peak of the L2 edge is then present. Note the large reductions in 

the values of the Slater integrals, now for a system with a relatively low valence but 

with more covalent ligands. This strong reduction indicates that for 4d systems, the 

Slater integrals are reduced more than for the equivalent 3d systems. 

6.5.2 PICOSECOND TIME-RESOLVED 2p XAS SPECTRA OF [Ru(bpy)3]2+

Measurements of excited states involve timescales in the order of picoseconds. An 

example is the excited state of [Ru(bpy)3]
2+ 50 ps after the photo-excitation (Gawelda 

et al., 2006). The Ru2+ ion in the ground state of the (bpy)3-complex has a 4d6 confi g-

uration and in the presence of the large octahedral crystal fi eld, the ground state is 

low spin. All six electrons fi ll up the t2g orbitals, while the eg orbitals are empty. The 

excitation of the 2p electron is only possible to the empty eg states, which implies a 

single peak for both the L3 and L2 edges, as observed in Figure 6.30. The L2 edge of 
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FIGURE 6.28 LFM calculations for molybdenum. The L3 edge (solid line) and the L2 edge 

(dashed) are given from bottom to top for (Mo6+, 4d0), (Mo4+, 4d2), (Mo2+, 4d4), and (Mo0, 

4d6). The spectra have been aligned and normalized to their peak height. (Reprinted with 

permission from de Groot, F.M.F., Hu, Z.W., Lopez, M.F., Kaindl, G., Guillot, F., and Tronc, M., 

J. Chem. Phys., 101, 6570, 1994c. Copyright 1994 by the American Institute of Physics.)
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the photogenerated species has two peaks (Figure 6.30, top), which is in contrast 

with the XAS spectrum of Ru(NH3)6Cl6 that has one peak at the L2 edge. The reason 

is that the trigonal symmetry of [Ru(bpy)3]
2+ will mix the two spin–orbit split states 

(Γ7 and Γ8) of the 4d5 ground state. From a Γ8 ground state, all symmetries are dipole 

allowed, which implies that the Γ6 state, at the L2 edge becomes visible. 

6.5.3 HIGHER VALENT RUTHENIUM COMPOUNDS

Ruthenium oxides have recently gained considerable interest. These oxides contain 

higher valent 4d4 Ru4+ and 4d3 Ru5+ ions. From Figure 6.28, it can be found that these 

4d3 and 4d4 ions have two peaks for both the L2 and L3 edges, though with different 

peak ratios for the quasi-t2g and quasi-eg peaks.

Figure 6.31 shows the Ru 2p XAS spectra of Sr2RuO4 (top) and Sr4Ru2O9 

(bottom). The lower and the higher energy component of both the L3 and L2 edges 

refl ects transitions into t2g and eg states. The t2g peaks are higher at the L3 edge than 

at the L2 edge for Ru4+ in Sr2RuO4 but this situation is reversed for the Ru5+  compound 

Sr4Ru2O9. The observed spectral ratios are different from those expected for single 

particle models. As shown in Figure 6.31, the changes in the Ru 2p XAS spectra are 

FIGURE 6.29 Comparison of LFM calculation of 4d5 Ru3+ (solid line) with an experimen-

tal spectrum of solid state Ru(NH3)6Cl6 (points). Both the L2 edge (top) and the L3 edge 

(bottom) have been aligned at zero. The corresponding spectra with the 4d spin–orbit  coupling 

set to zero are indicated with the dashed lines. (Reprinted with permission from de Groot, 

F.M.F., Hu, Z.W., Lopez, M.F., Kaindl, G., Guillot, F., and Tronc, M., J. Chem. Phys., 101, 

6570, 1994c. Copyright 1994 by the American Institute of Physics.)
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well reproduced by LFM calculations. The t2g/eg intensity ratio is sensitive to the 

intra-atomic Coulomb interactions and to the 4d spin–orbit coupling. Considering 

the strong covalence between the TM 4d and the O 2p states in these systems, the 

Slater integrals have been reduced to 50% and 15% of their atomic values for Ru4+ 

and Ru5+, respectively (Hu et al., 2002).

6.5.4 Pd L EDGES AND THE NUMBER OF 4d HOLES IN Pd METAL

The situation for the late 4d transition metals is different from the early metals 

up to Ru. Ag (4d10) and Pd (4d9) systems have (in general) less than one hole in the 

4d band. This implies that in the fi nal state of the 2p → 4d process, no 4d hole is 

present as the 4d9 contribution will be excited to 2p54d10. This implies that no mul-

tiplet effects are important, in contrast to the Ru and Mo systems discussed previ-

ously. Sham (1985) analyzed Pd and Ag in detail and explained the general 

framework to interpret the Pd and Ag L edges. The Pd L3 XAS spectrum corre-

sponds to the empty DOS as calculated with band structure methods. There is a 

difference between the L3 and the L2 spectrum due to the interplay of the core hole 

spin–orbit coupling and the 4d spin–orbit coupling. Essentially, the empty 4d 

states can be divided into the 4d5/2 and 4d3/2 substates, where the 4d5/2 substates 

have more holes, leading to a higher white line at the L3 edge. Another important 

FIGURE 6.30 The experimental line shapes of the XAS L3 and L2 features for the Ru2+ 

ground state (bottom) and the Ru3+ excited state (top). (Reprinted with permission from 

Gawelda, W., et al., J. Am. Chem. Soc., 128, 5001, 2006. Copyright 2006 by the American 

Chemical Society.)
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aspect is that the white line intensity can be integrated and yields a number of 

empty 4d states. 

6.5.5 X-RAY ABSORPTION SPECTRA OF THE 5d TRANSITION METALS

The x-ray absorption spectra of 5d TM systems can be analyzed with single particle 

models. Multiplet effects tend to be small except for shallow core levels such as the 

4d and 5p levels.

The most studied edges for the 5d metals are the L2 and L3 edges. Figure 6.32 

shows the L1 (bottom), L2 (middle), and L3 (top) edges of Pt metal. The normal XAS 

spectra are rather broad due to the lifetime broadening of 5.3 eV. Making use of 

HERFD detection (as explained in Chapter 8), the effective lifetime broadening can 

be reduced to 2.0 eV. This allows a more detailed comparison to the DOS as calcu-

lated with a DFT program. The agreement between the DOS and the experimental 

spectra confi rms that (with the 2 eV resolution) the Pt L edges correspond to the 

 single particle DOS (de Groot et al., 2002). Pt and Au nanoparticles embedded on 

FIGURE 6.31 The 2p XAS spectra of the Ru4+ system Sr2RuO4 (top) and of the Ru5+ system 

Sr4Ru2O9 (bottom). The Ru L2 edge is given with open circles and the Ru L3 edge with fi lled 

circles. The Ru L2 data have been shifted and multiplied to overlap with Ru L3 data. The theo-

retical spectra for Ru4+ and Ru5+ are shown as solid and dashed lines and for the L3 and the 

L2 edges, respectively. (From Hu, Z., et al., Chem. Phys., 282, 451, 2002. With permission 

from Elsevier Ltd.)
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oxide supports important present and future catalysts for a range of reactions. 

Important reactions involve the adsorption of H2 and CO. The effects of these absorp-

tion processes are actively studied with XAS. The HERFD detection of these edges 

again improves the information. This effectively implies that the DOS is obtained 

with a high resolution as compared with normal Pt L edge XAS and allows for much 

more detailed analysis of the spectra and detailed information on the nature of the 

bonding of H2, CO, and other reactant under in situ conditions. Safonova et al. (2006) 

showed the effect of CO adsorption on Pt/Al2O3 and van Bokhoven et al. (2006) 

showed the similar effect of CO on Au/Al2O3.

6.6  X-RAY ABSORPTION SPECTRA OF THE 4f RE 
AND 5f ACTINIDE SYSTEMS

In the solid state, RE atoms usually have the confi guration 4fn(5d6s)3. In calculations 

of XAS spectra, the RE trivalent ions are considered without the outermost 5d and 

6s electrons that do not signifi cantly infl uence the absorption spectra. The 4f elec-

trons are localized and have little interaction with the environment. They determine 

the magnetic properties but do not signifi cantly participate in the  chemical bonding. 

FIGURE 6.32 Bottom to top, the L1, L2, and L3 x-ray absorption spectra (dashed) and corre-

sponding HERFD L3 spectra (solid) of Pt metal. (Reprinted with permission from de Groot, 

F.M.F., Krisch, M.H., and Vogel, J., Phys. Rev. B, 66, 2002. Copyright 2002 by the American 

Physical Society.)
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The ground state of many Ce compounds is an exception. It can be 4f1 Ce3+ or 4f0 

Ce4+. A large range of Ce systems exist, in which the 4f electron is partially occupied 

or partially localized. This means that the explanation of most Ce systems (and some 

Yb and Pr systems) need to include interatomic hybridization. All other RE systems 

can be described with a single atomic confi guration 4fn. The ground states for the 

different RE ions are given by Hund’s rules and are presented in Table 6.3.

6.6.1 M4,5 EDGES OF RARE EARTHS

The XAS spectra implying the 4f electrons, like the M4,5 edges (3d → 4f transitions) 

and the N4,5 edges (4d → 4f transitions), can be well described within the atomic 

multiplet theory. The absorption process can be written as 4f n → 3d94f n+1 (Thole 

et al., 1985a,c). The number of possible 3d94fn+1 states can be very large, even though 

in the absorption spectrum only those reachable from the Hund’s rule ground state 

satisfying the ΔJ = 0, ±1 selection rules will be present. Still, the number of fi nal 

states that can be reached increases from 3 in lanthanum to 53 in cerium, to 200 in 

praseodymium and to 1077 in gadolinium. In the end of the series where the number 

of 4f holes is reduced, it decreases again to 4 in thulium and 1 for ytterbium.

The cases of Tm and Yb involve only confi gurations with a maximum of one and 

two holes, respectively, and can be readily calculated. They will be discussed in 

detail. The initial state for Yb3+, with 13 4f electrons has L = 3 and S = 1/2. Two 

J values are possible (J = 7/2 and J = 5/2), of which the fi rst one with term symbol 
2F7/2 is the ground state according to Hund’s third rule. The 2F5/2 has an energy 

 difference with the ground state that is given by the 4f spin–orbit coupling and from 

atomic  calculations, one fi nds an energy difference of 1.3 eV. The fi nal state, after 3d 

(or 4d) absorption, is given by 3d94f14 (or 4d94f14), with term symbols 2D3/2 and 2D5/2. 

The energy difference between these terms, corresponding to the 3d spin–orbit 

 coupling is 49.0 eV. However, in the XAS spectrum, only the 2D5/2 line (corresponding  

to the M5-edge) is present, since the 2D3/2 term cannot be reached from the 2F7/2 

ground state because of the ΔJ selection rules. Transitions to both fi nal states are 

possible from the 2F5/2 initial state. The relative intensities of these three transitions 

can be directly determined from a 2 × 2 matrix. The relative intensities of the 2F5/2 

state versus the 2F7/2 are given by 2J + 1 as 6 to 8. Because the relative intensities of 
2D3/2 : 

2D5/2 is 4 : 6 and the transition 2F7/2 → 2D3/2 is forbidden, the other three 

 numbers in the matrix can be immediately determined as given in Table 6.4. As was 

TABLE 6.3
4fn Atomic Ground States of the Rare Earths

RE Ce Pr Nd Pm Sm Eu Gd

Conf. 4f1 4f2 4f3 4f5 4f6 4f7

Sym. 2F5/2
3H4

4I9/2
6H5/2

7F0
8S7/2

RE Tb Dy Ho Er Tm Yb Lu

Conf. 4f8 4f9 4f10 4f11 4f12 4f13 4f14

Sym. 7F6
6H15/2

5I8
4I15/2

3H6
2F7/2

1S
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 discussed in Chapter 2, crystal fi eld effects will modify these numbers and effec-

tively mix the 2F5/2 state into the 2F7/2 ground state.

6.6.1.1  M4,5 Edge of Tm

For Tm, the transition is from the 4f12 ground state to the 3d94f13 fi nal state. The 

confi gurations that must be considered are the same as f2 and d1f1, respectively. The 

third of Hund’s rules gives a 3H4 ground state for 4f2. In the case of 4f12, the third of 

Hund’s rules yields the maximum J value and the ground state is 3H6. There is a 

complication in the calculation because there is a second term symbol with J = 6 

(i.e. the 1I6 state). In intermediate coupling, the 3H6 state will mix with the 1I6 state 

and the actual ground state will be a linear combination of both states. To discuss 

this point quantitatively, it is necessary to give the atomic parameters that are part of 

the calculation. The 4f12 confi guration is set to an average energy of 0.0 and further 

contains three Slater–Condon parameters and the 4f spin–orbit coupling. The Slater–

Condon para meters are F2 = 13.175 eV, F4 = 8.264 eV, and F6 = 5.945 eV. The 4f 

spin–orbit coupling has a value of 0.333 eV. The Slater–Condon parameters deter-

mine the energies of the seven LS term symbols. The LS term symbols are split by 

the 4f spin–orbit coupling to a total of 13 term symbols where the lowest energy is 

found for the 3H6 state. The 3H5 state and the 3H4 state are very close in energy 

though, being split only by the 4f spin–orbit coupling. This 4f spin–orbit coupling 

mixes the 1I6 state into the ground state according to Table 6.5. With the atomic 

TABLE 6.4
Relative Intensities of the Four Transitions 
from a Single d to a Single f Electron

2F5/2
2F7/2 ∑

2D3/2 14 0 14

2D5/2 1 20 21

∑ 15 20

TABLE 6.5
Energy Matrix and Eigenvectors of the 2 × 2 
Matrices of the f2 Initial States with J = 6

Energy Matrix Eigenvectors

- -
-

2 201 0 408

0 408 2 025

. .

. .

3

6

1

0 995 0 095

0 095 0 995

H

I
6

. .

. .

-

Energy Levels

−2.240 I ~ 3H6

2.064 II ~ 1I6
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parameters used, the energy of the 3H6 state is −2.201 eV below the confi guration 

average and the energy of the 1I6 state lies at 2.025 eV. The small 4f spin–orbit 

 coupling mixes in only a small part of the 1I6 character and the ground state is 

approximately 99% pure in its 3H6 character.

The 3d94f13 state after absorption has symmetries that are found after multiplica-

tion of a d with an f symmetry state. 2D ⊗ 2F implies that S is 0 or 1 and L is 1, 2, 3, 

4, or 5. This gives fi ve singlet terms (1P1, 
1D2, 

1F3, 
1G4, and 1H5) and 15 triplet terms 

(3P0,1,2, 
3D1,2,3, 

3F2,3,4, 
3G3,4,5, and 3H4,5,6), with an overall degeneracy of 10 × 14 = 140. 

Here we use 3H4,5,6 as a shorthand notation of 3H4 plus 3H5 plus 3H6. The 3H6 ground 

state has J = 6 and the dipole selection rules states that the fi nal state J must be 5, 6, 

or 7, respectively. There are three states with J = 5 (1H5, 
3G5, and 3H5) plus one state 

with J = 6 (i.e. 3H6). This implies that the M4,5 edges of Tm exist for four transitions. 

The bottom spectrum in Figure 6.33 shows the three peaks at the Tm M5 edge 

using atomic Slater integrals (de Groot and Vogel, 2006). The peak at the lowest 

FIGURE 6.33 The three peaks of the M5 edge of Tm3+ as a function of the Slater–Condon 

parameters. The bottom spectrum uses atomic Slater–Condon parameters, that is, 80% of their 

Hartree–Fock value. The magnitude of the Slater–Condon parameters is 80%, 60%, 40%, 

20%, and 0% from bottom to top, respectively. (From de Groot, F., and Vogel, J., Neutron and 
X-Ray Spectroscopy, Grenoble, Springer, 2006. With permission.)
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energy is the Hund’s rule 3H6 state. This is the only term with J = 6 and is therefore 

a pure 3H6 peak also in j . j and thus in intermediate coupling. The other peaks all 

have J = 5 and are mixtures of the three term symbols with J = 5 in intermediate 

coupling. One can determine the exact nature of these three states by solving a 3 × 3 

matrix. The 3d94f13 confi guration has an average energy of 1482.67 eV and further 

contains fi ve Slater–Condon parameters, the 4f spin–orbit coupling and the 3d spin–

orbit coupling. The Slater–Condon parameters are F2 = 9.09 eV, F4 = 4.31 eV, G1 = 

6.68 eV, G3 = 3.92 eV, and G5 = 2.71 eV. The 4f spin–orbit coupling has a value of 

0.37 eV. The main difference with the initial state is the effect of the large 3d spin–

orbit coupling of 18.05 eV that is able to strongly mix all states with equal J. This can 

be seen in Table 6.6. State I has a wave function 0.455 ⎮3H5 〉 − 0.890⎮3G5 〉 + 0.116 

⎮1H5 〉. This state is thus approximately 80% pure 3G5 character. The fi nal result of 

the calculation is the four energies and their respective intensities.

The 3d → 4f transitions have been calculated for all the rare earths using atomic 

multiplets in intermediate coupling by Thole et al. (1985). The electrostatic para-

meters F i   ff  in the initial state and F i   ff  and F i   fd  in the fi nal state, as well as the exchange 

parameters G i   fd  in the fi nal state, were calculated as discussed in Chapter 4. The 

resulting line spectra were then broadened by a Lorentzian to account for the fi nite 

lifetime and an additional Gaussian to reproduce the experimental resolution. For 

3d3/2 transitions, the line shape is asymmetric due to interactions between the 

 “discrete” 3d3/2 → 4f transitions and the transitions from 3d5/2 into the continuum 

(6p, 7p, 5f, and so on). This has been taken into account using a Fano line shape for 

the M4-edge. The results of the calculations are in very good agreement with the 

experimental absorption edges. 

Some general trends in the spectra are the presence of three distinct groups 

of lines in the calculated line spectra, giving rise to three peaks in the absorption 

edge. This is visible especially in the M4-edge for the lighter rare earths and in the 

M5-edge for the heavier ones. This splitting into three groups is due to the spin–orbit 

TABLE 6.6
Energy Matrix and Eigenvectors of the 3 × 3 Matrices of the 
3d94f13 Final States with J J = 5, after Inclusion of the Slater–Condon 
Parameters and the 3d and 4f Spin-Orbit Couplings. The Bottom 
Line Includes the Energy and Intensity of the J = 6 Final State

Energy Matrix Eigenvectors

1484 706 10 607 19 163

10 607 1469 995 10 088

19 163 10 088 14

. . .

. . .

. .

-
-

- - 886 965.

3

5

3

5

1

5

0 455 0 609 0 649

0 890 0 302 0 341

0 116 0 733 0 6

H

G

H

. . .

. . .

. . .

- -
- - -

- 880

Energy Levels Intensities

1464.44 I 4.11

1466.89 II 0.52

1510.33 III 0.23

1462.38 3H6 1.16
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coupling, which, in intermediate coupling, tends to group lines with the same J 

together. Another trend is the M5 : M4 branching ratio that is almost 1 : 1 at the 

beginning of the series but increases signifi cantly for the heavier rare earths. The 

spin–orbit coupling in the 4f levels favor 4f7/2 holes, which are only reachable from 

the 3d5/2 level, with respect to 4f5/2. This is plainly evident for Yb where only 3d5/2 

(M5) absorption is possible.

6.6.1.2 M4,5 Edge of La3+

The M4,5 edge of La3+ (e.g. in La2O3), can be described with atomic multiplets. In this 

closed shell system, the 3d x-ray absorption process excites a 3d core electron into 

the empty 4f shell and the transition can be described as 3d104f0 → 3d94f1. 

At fi rst, we will only look at the symmetry aspects of the problem. The 3d104f0 

ground state contains only completely fi lled or completely empty shells and as such 

has 1S0 symmetry. That is, all its quantum numbers are zero, S = 0, L = 0, J = 0. This 

automatically means that all magnetic moments are zero too.

Next, we have to determine all term symbols in the fi nal state. Because there is 

again a single 4f electron (with term symbol 2F) and a single 3d hole (with term 

 symbol 2D), we have to multiply 2D ⊗ 2F. For the spin, this gives singlet S = 0 states 

and triplet S = 1 states. The maximum L value is given by (l3d = 2) + (l4f = 3) = 5. The 

minimum L value is ⎪(l3d = 2) − (l4f = 3)⎪ = 1. Thus L takes any value from 5, 4, 3, 2, 

or 1. This gives as term symbols 1P1, 
1D2, 

1F3, 
1G4, 

1H5, and 3P0,1,2, 
3D1,2,3, 

3F2,3,4, 
3G3,4,5, 

3H4,5,6. The overall degeneracies of the singlet term symbols are, respectively, 3, 5, 7, 

9, and 11 (total 35). The overall degeneracies of the triplet states are 3 × 35 = 105, 

adding up to 140 in total, confi rming the 10 × 14 possibilities of adding a 3d and a 4f 

electron. The degeneracies in J are important because the x-ray absorption calcula-

tions are always performed in intermediate coupling, that is, the degeneracies in J set 

the sizes of the sub-matrices to be diagonalized. The reason behind this is the large 

core hole spin–orbit coupling that makes any LS-nomenclature impossible for the 

fi nal states.

The next important step is to realize the dipole selection rules. If one works in 

intermediate coupling, only the J-selection rule matters. This rule states that J is 

changed by –1, 0, or +1 with respect to the initial state J, with the addition that if J is 

zero in the initial state, it cannot be zero in the fi nal state. Also, J cannot be negative; 

so for a 3d104f0 1S0 ground state, the only allowed fi nal state values of J is 1. Looking 

into the table, this implies that there are only three allowed fi nal states: 1P1, 
3P1, and 

3D1. This means that the M4,5 x-ray absorption spectrum of La2O3 can have a maxi-

mum of only three peaks.

Figure 6.34 shows the comparison of the M4,5 edge of La metal between XAS 

and EELS, where the EELS is measured with 1450 eV primary electrons, yielding 

600 eV scattered electrons. The energy of the electrons is too low to assume the 

dipole approximation and the full Coulomb scattering needs to be calculated. This 

yields the theoretical spectrum, which is in excellent agreement with experiment 

(Ogasawara and Kotani, 1996). In addition to the three J = 1 fi nal states, a grouped 

range of other J values is visible at ~830 and ~848 eV. Certainly for the case of La, 

this implies that the low-energy EELS spectrum contains considerably more infor-

mation that the XAS spectrum. 
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6.6.1.3 M4,5 Edge of CeO2

Figure 6.35 shows the M4,5 edge of CeO2 as measured by Butorin et al. (1996b) in 

their study of the 3d4f RXES spectra of CeO2. Due to strong Ce 4f–O 2p hybridiza-

tion in CeO2, the initial and fi nal state of the 3d XAS process can be described as 

mixtures of 4f0 and 4f1L confi gurations and 3d94f1 and 3d94f2L confi gurations, where 

L stands for a hole in the valence band. This explains the double-line shape of the 

3d XAS spectrum of CeO2. (The CTM parameters are V = 0.76 eV, Δ = 1.6 eV, Uff = 

10.5 eV, and Ufc = 12.5 eV.)

6.6.2 N4,5 EDGES OF RARE EARTHS

The N4,5 edges of the rare earths are similar to the M4,5 edges, but a 4d electron is 

excited instead of a 3d electron. The N4,5 XAS edge of La can be described with a 4f0 

to 4d94f1 transition, which has exactly the same symmetry properties as the M4,5 

edge. So, we again expect three peaks related to the 1P1, 
3D1, and 3P1 states.

The 4d spin–orbit coupling is only 1.1 eV, implying that the splitting 

between the N5 and N4 edge is only 2.7 eV.

The Slater–Condon parameters are larger for the 4d4f interaction, implying 

that the energy separations between different (spin) states will be larger for 

the N4,5 edge.

•

•

FIGURE 6.34 (Top) Experimental M4,5 XAS spectrum of La metal (dots) compared with an 

atomic multiplet calculation. Three peaks are found, essentially two big peaks, the M5 edge at 

837 eV and the M4 edge at 854 eV. In addition, a small pre-edge is visible at 833 eV. (Bottom) 

The experimental M4,5 low-energy EELS spectrum of La metal (dots) compared with an atomic 

multiplet calculation. (Digitized from Ogasawara, H., and Kotani, A., J. Electron Spectrosc. 
Relat. Phenom., 78, 119, 1996. With permission from Elsevier Ltd.)
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Looking at the intensities, small pre-edges are found for both the M4,5 and 

N4,5 edge, but where the M4,5 edge has an intensity ratio of 0.8 : 1.2, more 

than 99% of the intensity of the N4,5 edge goes to the N4 edge. In fact, both 

the pre-edge and the N5 edge will be very small.

Figure 6.36 shows a comparison between theory and experiment (Aono et al., 

1980). The N4,5 edge has very small core spin–orbit coupling that brings it close to 

a LS coupling. In pure LS coupling, there is only one peak—the 1P1 peak. The pre-

edge region has two peaks at 99 and 103 eV that are exactly reproduced in the 

atomic  multiplet calculation. The large 1P1 peak has additional structure in experi-

ment, mainly due to auto-ionization effects. Because the N4,5 edges always have 

their large, LS-allowed peak at the high-energy side, these spectra are indicated 

with the name “delayed onset,” which implies that there are a series of small 

pre-edges followed by the main transition. This behavior is usual for all N4,5 edges 

of the rare earths. Since the 1960s, high-resolution N4,5 edges have been available, 

largely collected by the group of Fomichev (Fomichev, 1967; Zimkina et al., 1984). 

The data were taken in their Leningrad laboratory without the use of a synchrotron. 

When synchrotron data became available in the 1970s, these experiments were 

confi rmed. The N4,5 edges of the early rare earths all show a series of small peaks. 

These small peaks are followed by a main peak, similar to the case of La3+ as 

already described.

Figure 6.37 shows the experimental 4d XAS spectra in the pre-edge region of 

CeO2 compared with LaF3, α-Ce, and γ-Ce. The spectra for LaF3 and γ-Ce are in 

good agreement with atomic spectra calculated for the 4f0 and 4f1 ground states, 

•

FIGURE 6.35 The 3d XAS spectrum (M4,5 edge) of CeO2. (Reprinted with permission 

from Butorin, S.M., Mancini, D.C., Guo, J.H., et al. Phys. Rev. Lett., 77, 574, 1996b. Copyright 

1996 by the American Physical Society.)
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FIGURE 6.36 A logarithmic plot of the N4,5 edge of La3+ calculated with atomic multiplets 

(solid line) compared with the experimental spectrum of La metal. (Reprinted with permis-

sion from Aono, M., Chiang, T.C., Knapp, J.A., Tanaka, T., and Eastman, D.E., Phys. Rev. B, 

21, 2661, 1980. Copyright 1980 by the American Physical Society.)

FIGURE 6.37 Experimental results of the leading small peaks of the 4d XAS for LaF3, 

CeO2, α-Ce, and γ-Ce. (Reprinted with permission from Kotani, A., Ogasawara, H., Okada, K., 

Thole, B.T., and Sawatzky, G.A., Phys. Rev. B, 40, 65, 1989. Copyright 1989 by the American 

Physical Society.)
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respectively. The multiplet structure of α-Ce is very similar to that of γ-Ce with an 

almost trivalent ground state. 

It is found that the multiplet structure of CeO2 resembles LaF3 and is quite 

 different from that of Ce metal. The 4d XAS spectrum of CeO2 can be calculated 

using the same ground state as for its 3d XAS spectrum as already given. The 4d 

XAS result is a superposition of the absorption spectra corresponding to transi-

tions to 4d94f1 and 4d94f2L. Their intensity ratio is the ratio of the mixing between 

4f0 and 4f1L confi gurations in the ground state, which is about 6 : 4. The 4d94f1 

fi nal state gives two discrete lines corresponding to 3P1 and 3D1 multiplets, similar 

to that of La3+. The 4d94f2L fi nal state gives the continuous spectrum broadened by 

the fi nite bandwidth W of the valence hole L. When the hybridization V is small, 

the line spectra 3P1 and 3D1 are broadened. When the actual hybridization V = 0.76 eV 

is used, the 3P1 peak is pushed down and changes into a bound state instead 

of a resonance state. For more details, see Kotani et al. (1989) and Kotani and 

Ogasawara (1992).

6.6.3 L2,3 EDGES OF RARE EARTHS

The L2,3 edges of the rare earths measure the transition from the 2p core states. The 

2p electrons can be excited to the empty 5d valence band and at higher energy to the 

other d-symmetry and s-symmetry bands. The description of the RE L2,3 edges is in 

a number of ways similar to the K edges of the 3d TM systems. That is, the excitation 

energy of the L2,3 edges ranges from 5483 eV in lanthanum to 8944 eV in ytterbium 

compared with the range from 4492 eV in scandium to 8979 eV in copper. In addi-

tion, both the RE L2,3 edges and the TM K edges contain a pre-edge feature due to 

quadrupole transitions. In the case of the L2,3 edges, a quadrupole transition is 

 possible from the 2p core state to the partly fi lled 4f states.

There are also important differences with the main difference being that the 

L2,3 edge is split into two by the 2p core hole spin–orbit coupling. The splitting 

between the L3 and the L2 edge is relatively large, ranging from 410 eV in La to 

1030 eV in Yb. This large energy difference implies that the XMCD spin sum rule 

applies to the RE L2,3 edge, as will be discussed in Chapter 7. The general shape of 

the L2,3 edge spectra of the pure RE metals look rather similar, with the exception 

of Ce metal and Ce compounds. 

In contrast to the 3d TM K edges, the 2p → 4f quadrupole pre-edge transitions 

are not visible as a distinguishable peak in the normal L2,3 edge spectra. The quadru-

pole transitions become visible in XMCD experiments (Chapter 7) and also in 

HERFD-XAS experiments that will be discussed subsequently and in more detail in 

Chapter 8. HERFD-XAS experiments are based on the work of Hämäläinen et al. 

(1991), who showed that it is possible to effectively eliminate the lifetime broadening 

of deep core levels by using a high-resolution fl uorescence detector. The L2,3 edge of 

rare earths should follow the same line of reasoning as the K edges of the transition 

metals (as explained in Figure 6.18). The pre-edge is self-screened and can be 

described as a 4fn → 2p54fn+1 transition, with very limited charge transfer. The main 

peak can be described as a 4fn → 2p54fn5d1 transition where the core hole pulls down 

the 2p54fn+1L5d1 well-screened confi guration. Soldatov et al. (1994) treated the 

L2,3 edge of CeO2 in detail by combining the single particle interpretation with the 
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charge-transfer multiplet calculation. Note that the experimental resolution makes it 

diffi cult to decide on the optimal simulation.

6.6.4 O4,5 EDGES OF ACTINIDES

The 5f electrons of actinides are less localized than the 4f electrons of RE systems, 

which will make more systems susceptible to hybridization effects with the neigh-

bors. The 5f elements that are most often studied are uranium (U), plutonium (Pt), 

and thorium (Th).

UF4 has a 5f2 ground state. Its L3 edge (2p3/2 → 6d) at ~17180 eV, M3 edge 

(3p3/2 → 6d) at ~4310 eV, M5 edge (3d5/2 → 5f) at ~3550 eV and N5 edge (4d5/2 → 5f) 

at ~730 eV show essentially a single peak at the edge, followed by additional struc-

ture at higher energy [see Figure 6.38 (left)]. These x-ray absorption spectra taken 

over a larger energy range should correspond closely to single particle calculations. 

The resolution of the spectra does not allow any detailed multiplet analysis of the 

edge structure. Only the O4,5 spectrum (5d → 5f) at ~100 eV shows signifi cant fi ne 

structure, related to the 5d95f3 fi nal state multiplet. The 5d95fn multiplet spectrum is 

similar to the 4d94fn multiplet for the rare earths with a series of small pre-edge 

peaks followed by a large absorption peak (Kalkowski et al., 1987). 

The interpretation of the 5d95f1 fi nal state is analogous to the interpretation of 

the 4d95f1 fi nal state for LaF3. Figure 6.39 (top) shows the result of the atomic multi-

plet calculation. The main peak is dominated by the 1P1 character and the two pre-

edge peaks (the fi rst peak is almost invisible but indicated with a small negative bar 

in the fi gure) are related essentially to the 3D1 and 3P1 states with a little admixture of 
1P1. The 5d XAS spectra of UF4 and UO2 are rather similar. It can be explained from 

an atomic multiplet calculation of the 5f2 → 5d95f3 transition for ionic U4+. The other 

uranium compounds show a similar 5d XAS spectrum indicating that these spectra 

are also dominated by atomic multiplets that separate a small pre-edge structure 

from the main edge. The lack of experimental details does not allow any detailed 

simulation.

6.6.5 M4,5 EDGES OF ACTINIDES

Figure 6.40 shows the 4d XAS spectra of uranium and thorium materials that consist 

of a white line followed by an edge jump (Kalkowski et al., 1987). In case of UF4 and 

UO2 oxides, some small additional peaks are visible. These structures are related 

to transitions to higher-lying DOS of metal f or p character. The atomic multiplet 

calculations for the 5f0 → 4d95f1 and 5f2 → 4d95f3 transitions of 5f0 U6+ and 5f2 U4+ 

are shown in Figure 6.41. In the case of the 5f0 system, a three-peaked structure is 

obtained, similar to the M4,5 edge of La3+. The fi rst peak is very small at less than 1% 

of the main peak and is positioned at 2.0 eV below the main peak, which renders it 

invisible. It is indicated with a small negative bar that is not to scale. The ratio of the 

M5 to M4 edge is 5.95 : 4.05, essentially equal to its 2J + 1 value of 6 : 4. Figure 6.41 

shows that the M4,5 edge of 5f2 U4+ has a multiplet splitting spread of over some 5 eV 

for both the M5 and M4 edges. The lifetime broadening of 3.0 eV essentially broadens 

the multiplet structure to a single peak that is approximately Gaussian in shape. 
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This again makes multiplet effects essentially invisible in the actual experimental 

spectrum of U4+ systems. Note that this calculation indicates that for multiplet effects 

(as well as crystal fi eld and charge-transfer effects) to be visible, the fi rst criterion is 

that they must be larger than the lifetime broadening. Even though these M4,5 edges 

FIGURE 6.38 (a) From top to bottom, the L3, M3, M5, N5 and O4,5 edges of UF4. (b) The 

O4,5 spectrum (5d → 5f) of a series of uranium compounds, from top to bottom UO3, UO2, 

UF4, UNi5, and α-U. (Reprinted with permission from Kalkowski, G., Kaindl, G., Brewer, 

W.D., and Krone, W., Phys. Rev. B, 35, 2667, 1987. Copyright 1987 by the American Physical 

Society.)
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FIGURE 6.39 Atomic multiplet calculations for 5f2 U4+ (bottom) and 5f0 U6+ (top). The line 

spectrum is convoluted with a Lorentzian broadening (HWHM) of 0.5 (3.0) eV below (above) 

the threshold at 0.0 eV.

FIGURE 6.40 The M4,5 spectrum (4d → 5f) of a series of uranium compounds: UO3, UF4, 

UO2, UNi5, and α-U. (Reprinted with permission from Kalkowski, G., Kaindl, G., Brewer, 

W.D., and Krone, W., Phys. Rev. B, 35, 2667, 1987. Copyright 1987 by the American 

Physical Society.)
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do not show any signs of atomic multiplets and/or charge-transfer effects, this does 

not mean that these effects are absent.

FIGURE 6.41 Atomic multiplet calculations for 5f2 U4+ (bottom) and 5f0 U6+ (top).
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 7 X-Ray Magnetic Circular 
Dichroism

7.1 INTRODUCTION

Dichroism is a property of certain objects that enables them to show different colors 

according to their orientation with respect to the light. It is due to the dependence 

of the optical response of the object on the relative orientation between the polariza-

tion direction of the light and the symmetry axes of the object. With x-rays, in some 

cases, a difference can be observed between the absorption of positive and negative 

helicity light (sometimes called left- and right-circularly-polarized light) [x-ray 

magnetic  circular dichroism (XMCD)] or for different orientations of the polarization 

vector of linearly-polarized light with respect to a given quantization axis [x-ray 

magnetic linear dichroism (XMLD)].

For the defi nition of the sign of XMCD, we follow Baudelet et al. (1993). We take 

the axis of quantization as the +z direction, which is also the direction of the wave-

vector of incident photons, and the magnetic fi eld B is applied in the –z direction to 

align the magnetization of the material system (see Figure 7.1). Here positive helicity 

identifi es with right circularly polarized x-rays; that is, using your right hand and 

tracking the magnetic fi eld with your thumb, your fi ngers give the rotation direction 

of the positive helicity). Then, the XMCD spectrum Δμ is defi ned by:

 Δμ ≡ μ+(B) − μ−(B), (7.1)

where μ+ (μ−) is the x-ray absorption spectroscopy (XAS) spectrum for the incident 

photon with + (−) helicity. We use this convention. For the reversed magnetic fi eld −B, 

Δμ can also be written as:

 Δμ = μ−(−B) − μ−(B) = μ+(B) − μ+(−B) = μ−(−B) − μ+(−B). (7.2)

Hereafter, we write μ±(B) as μ± unless it causes any confusion. Instead of + and – 

helicity, we can also use right (μR) and left (μL) polarizations:

 XMCD: Δμ = μ+ − μ− = μR − μL. (7.3)

Similarly, the XMLD is defi ned as:

 μ||  − μ⊥ = μ0 − (μ+ + μ−) ⁄2, (7.4)

where μ|| (= μ0) and μ⊥ are the XAS spectra for the incident photons with linear polar-

izations parallel and perpendicular to the z direction, respectively. Dichroism can 
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only occur when the spherical symmetry of the free atom is broken due to a magnetic 

fi eld and/or an electric fi eld such as crystal fi eld effects. Magnetic fi elds can cause 

both circular and linear dichroism while a crystal fi eld can only induce linear dichro-

ism. Historically, the fi rst predictions for an XMCD experiment were made by Erskine 

and Stern (1975). Later a strong XMLD was predicted (Thole et al., 1985b) and 

measured (van der Laan et al., 1986) in the M4,5 edges of rare earth (RE) elements. The 

fi rst XMCD experiment was performed at the K-edge of iron metal (Schütz et al., 

1987, 1988, 1989) and the fi rst L edge XMCD was reported for nickel metal (Chen 

et al., 1990). In this section, the question of the calculation of the XMCD signal is 

addressed. XMCD is the difference in absorption of the left- and right- circularly-

polarized x-rays by a magnetized sample. Over the last 15 years, this fi eld has gained 

much interest because of the promise of the determination of the ground state values 

of the spin and orbital moments using sum rules (Thole et al., 1992). The sign of the 

XMCD signal determines the spin orientation and, in magnetic systems that contain 

more than one (magnetic) element, element specifi c moments can be obtained. The 

use of XMCD is often studied for magnetic systems and devices and also for para-

magnetic metal centers in proteins. In addition to MCD effects in x-ray absorption, 

circularly polarized x-rays can also be used to perform photoemission experiments. 

This yields a number of additional possibilities that are discussed in Chapter 5.

7.2  XMCD EFFECTS IN THE L2,3 EDGES OF TM IONS 
AND COMPOUNDS

7.2.1 ATOMIC SINGLE ELECTRON MODEL

In a magnetic sample, the x-ray absorption is dependent on the polarization of the 

x-ray. This effect can be explained using an atomic, single-electron, model. This 

model describes the transitions of the 2p core state to the 3d valence state. Effectively, 

this transition occurs for systems with a 3d9 ground state. The initial state of Cu2+ 

contains only a single 3d-hole and has a 2p63d9 confi guration. This implies that the 

3d3d interactions are absent and only has the crystal fi eld effects, the 3d spin–orbit 

M

B

+ helicity

M

B

– helicity

FIGURE 7.1 Defi nition of the intensities μ±. (From Parlebas, J.C., Asakura, K., Fujiwara, 

A., Harada, I., and Kotani, A., Phys. Rep., 431, 1, 2006. With permission from Elsevier Ltd.)
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coupling, and the Zeeman exchange fi eld or an external magnetic fi eld. In the 2p53d10 

fi nal state, there is effectively only a 2p core hole where the 2p core hole spin–orbit 

coupling is a crucial factor for the dichroic effects. There are no 2p3d multiplets and 

no effects of the crystal fi eld, exchange fi eld and 3d spin–orbit coupling.

The initial state has a 3d9 confi guration and the atomic single 3d-hole ground 

state has L = 2 and S = 1/2. Following Hund’s rules, its J-value is equal to L + S and 

J = 5/2. There is an excited state with J = 3/2. The fi nal state has a single 2p-hole; 

hence, it has a J = 3/2 state and a J = 1/2 state, at the L3 and L2 edges respectively. 

Applying an exchange fi eld splits the J states into their respective MJ sublevels. 

Following the convention by Baudelet et al. (1993), we take the magnetic fi eld B 

(and so the exchange fi eld also) in the –z direction and then the ground state takes 

MJ  = 5/2 via the Zeeman splitting. The fi nal states have MJ values between –3/2 

and +3/2 and the selection rules state that Δq = ΔMJ is equal to –1, 0, or +1 depen-

dent on the polarization of the x-ray. This implies that, for this ground state, there 

will be only a single transition. This is the transition from MJ  = 5/2 to MJ′ = 3/2 with 

the ΔMJ = −1 operator. The J-value of the ground state is 5/2 and the J-values of the 

fi nal states are J = 3/2 and J = 1/2. With the dipole selection rules ΔJ = +1, 0, or –1, 

this implies that there is only a transition to the J = 3/2 fi nal state. That is, the only 

allowed transition has ΔJ = −1 and ΔMJ = −1. Figure 7.2 sketches the situation of 

FIGURE 7.2 Schematic representation of the transition of a 2p core electron to the 3d state 

in the case of a 3d9 ground state. In a magnetic fi eld, the ground state has J = 5/2 and MJ = 5/2. 

The only allowed dipole transition leads to the J′ = 3/2 and MJ′ = 3/2 state (indicated as 

MJ = 3/2 in the fi gure).

J = 1/2

L2 edge

2p5

3d9

J = 3/2

J = 5/2

J = 3/2

L3 edge
MJ ′ = –3/2
MJ ′ = 3/2

MJ = –5/2

MJ = 5/2

ΔJ = –1
ΔMJ = –1
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the various states. At fi nite temperatures, the other MJ levels become occupied via 

the Boltzmann  distribution. The spectrum of an x-ray absorption transition can be 

calculated with:

 
W

c c

J J

M q M
S E Eft f i= 1 4

3

13

2

2

�
�

w dn
¢

- ¢
Ê
ËÁ

ˆ
¯̃

- - W( ).  (7.5)

The squared 3j-symbol describes the polarization dependence. In the case of a 3d9 

ground state, J = 5/2. The only allowed fi nal state has a 2p5 confi guration, hence 

J′ = 3/2. The integrated intensities for the various JJ′ transitions are given by:
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This yields the numbers as given in Table 7.1. The integrated intensity for the L3 

 versus the L2 edge (J′ = 3/2 and 1/2) is 10 : 5, according to the 2J′ + 1 degeneracies 

of the fi nal states (2 : 1). The integrated intensity for J = 5/2 against J = 3/2 is 9 : 6, 

according to the 2J + 1 degeneracies of the initial states (6 : 4). There is a small 

transition strength from J = 3/2 to J′ = 3/2. Note that these are atomic numbers and 

crystal fi eld effects will modify these results. The x-ray absorption intensities can 

be found by specifi cally adding the values of q in the 3j-symbol. Note that there are 

now several free on-line 3j-symbol calculators available. This gives for the |J, MJ〉 
ground state of |5/2, 5/2〉:
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The only nonzero 3j-symbol is found for q = −1 and MJ′ = 3/2 and its value is −1/√6. 

As the XMCD spectrum is defi ned by Equation 7.1, the sign of XMCD is negative.

Figure 7.3 shows the XAS (solid) and XMCD (dashed) spectra for a Cu2+ ion, 

using the atomic multiplet calculation with (bottom) and without (top) the 3d spin–

orbit coupling. With 3d spin–orbit coupling, only one transition is allowed and the 

XMCD spectrum is identical to the XAS spectrum except for the sign. Without 3d 

spin–orbit coupling, more transitions are allowed and the typical two-peak L2,3 edge 

spectrum is found. Omitting the 3d spin–orbit coupling effectively implies that the 

TABLE 7.1
Relative Intensities of the Various JJ 
Transitions for 3d9 → 2p53d10

J′ = 3/2 J′ = 1/2 Σ
J = 5/2  9 0  9

J = 3/2  1 5  6

Σ 10 5 15
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transitions from the J = 3/2 state are added to those of the J = 5/2 state. These states 

will have transitions to both the L3 and L2 edges. This approximation identifi es with 

the atomic, single electron, model as fi rst used by Erskine and Stern. 

It describes the transitions of the 2p core state to the 3d valence state, where the 2p 

spin–orbit coupling is included, but the 3d spin–orbit coupling is not.

Table 7.2 gives the ratio of the XAS of the L3 edge to the L2 edge 2 : 1, while their 

XMCD ratio is −1 : +1. This single particle ratio is also indicated in Figure 7.4. It is 

found for all cases where the 3d spin–orbit coupling is zero. It is often assumed 

that this is the case for the 3d transition metals, which are analyzed using this model. 
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FIGURE 7.3 The XMCD spectra of a Cu2+ ion: (bottom) atomic multiplet calculation for 

3d9 → 2p53d10; (top) atomic multiplet calculation without the 3d spin–orbit coupling. The 

XAS and XMCD are shown with the solid and dashed curves, respectively.

TABLE 7.2
XAS of the L3 Edge to the L2 Edge

+Helicity −Helicity XAS XMCD

L3 3/12 5/12 8/12 −2/12

L2 3/12 1/12 4/12 +2/12

L3 0.375 0.625 1.0 −0.25

L2 0.750 0.250 1.0 +0.50

Note: The top two rows give the relative intensities for the 2p3d 

transition assuming that the 3d spin–orbit coupling is zero. 

The overall intensity is normalized to 1.0. In the bottom 

two rows, the respective intensities of the L3 and L2 edges 

are normalized to 1.0, as also used in Figure 7.4.
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Effectively, this also implies the neglect of the multiplet effects. Due to the crystal 

fi eld (and other effects, for example, translation symmetry and charge-transfer 

effects), the J = 5/2 and J = 3/2 states in the 3d-band are mixed. For an infi nitely large 

crystal fi eld splitting, the 3d spin–orbit coupling is effectively quenched again. 

However, this quenching is different from a zero 3d spin–orbit coupling. 

Figure 7.5 shows the effect of a cubic crystal fi eld of 1.0 eV. A small L2 edge is 

visible, indicating a little admixture of the J = 3/2 state. The effect of the crystal fi eld 

is different from the calculation without 3d spin–orbit coupling. A cubic crystal fi eld 

modifi es the ratio of the L3 and L2 edges in the XAS and XMCD spectra. For a large 

value of the cubic crystal fi eld, the XAS intensity ratio goes to 10 : 1 and the XMCD 

ratio goes to −1 : +1. The XAS ratio is different from the values when the 3d spin–

orbit coupling is set to zero. The crystal fi eld is mixing the J = 5/2 and J = 3/2 wave 

functions in the ground state, but it does not mix all 3d orbitals equally. These effects 

have been studied in detail by Arrio et al. (1995). The results on the Cu2+ ion indicate 

that the interplay between the 2p spin–orbit coupling, 3d spin–orbit coupling, crystal 

fi eld effects, and the exchange splitting determine the ground state and the resulting 

XAS and XMCD spectra. The 3d3d interactions, 2p3d multiplet effects, and charge- 

transfer effects have not yet been included. They further affect the spectral shape of 

the XMCD spectra.

spin-up

0.375

rcp

L3

L2

lcp

rcp

0.25

0.75

lcp

0.625

spin-down spin-up spin-down

FIGURE 7.4 A sketch of the atomic, single electron, model of L-edge XMCD. The L3 edge 

has a 3 : 5 ratio and the L2 edge a 3 : 1 ratio, as given in Table 7.2. (From Funk, T., Deb, A., 

George, S.J., Wang, H.X., and Cramer, S.P., Coord. Chem. Rev., 249, 3, 2005. With permis-

sion from Elsevier Ltd.)
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7.2.2 XMCD EFFECTS IN Ni2+

Next, we switch to a Ni2+ ground state. The difference between Ni2+ and Cu2+ is that 

the 3d8 ground state is affected by 3d3d correlation effects. In addition, the 2p53d9 

fi nal state is affected by 2p3d multiplet effects. This will completely modify the 2p 

XAS and XMCD spectra of Ni2+ compared with Cu2+. 

Figure 7.6 shows the 2p XAS spectrum of a Ni2+ ion within an atomic multiplet 

calculation of the 3d8 → 2p53d9 transition, including the atomic 3d spin–orbit 

 coupling. The XMCD effect for such an atomic Ni2+ ion is completely negative (in 

Figure 7.6, the sign of XMCD is inverted to compare the amplitudes of XAS and 

XMCD). The  reason is that there are no allowed transitions for + helicity x-rays. This 

can be understood as follows: The fi rst peak relates to a transition from the 3F4 ground 

state to a J = 4 fi nal state. The transition from J = 4 to J′ = 4 can have either ΔMJ = −1 

or ΔMJ = 0 transitions, but no ΔMJ = +1. The other three peaks relate to a J = 3 fi nal 

state. The ΔJ = −1 transitions are purely − helicity (ΔMJ = −1) transitions. This implies 

that the whole MCD spectrum is negative. 

There exists a general relationship between ΔJ and ΔMJ transitions. This is 

 indicated in Table 7.3.

Applying Table 7.3 to the J = 4 ground state of a Ni2+ ion yields the numbers 

as given in Table 7.4. One can observe in Table 7.4 that there is a correlation between 

ΔJ and ΔMJ transitions and that most of the intensity goes to the diagonal. In the case 

of a Ni2+ ion, a J′ = 5 fi nal state does not exist. There is also one J′ = 4 fi nal state, 

which has mainly a ΔMJ = 0 transition and there are three J′ = 3 fi nal states that are 

pure ΔMJ = −1 transitions. In total, this yields the relatively simple XMCD spectrum 

as given in Figure 7.6.
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FIGURE 7.5 The XMCD spectra of a Cu2+ ion. (Top) Atomic multiplet calculation without 

the 3d spin–orbit coupling. The XAS and XMCD are shown with the solid and dashed curves, 

respectively. (Bottom) LFM calculation for 10 Dq = 1.0 eV.
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FIGURE 7.6 The 2p XAS (solid) and inverted XMCD (gray dashed) spectrum of an atomic 

multiplet calculation of Ni2+. The bars indicate the (ΔmJ = −1) transitions. For clarity the 

XMCD signal is shown inverted (i.e. multiplied with −1).

TABLE 7.3
Relationship between ΔJ and ΔMJ for Dipole 
Transitions J0 = J + 1 and J1 = (2J + 3)( J + 1)

ΔMJ = −1 ΔMJ = 0 ΔMJ = +1

ΔJ = −1 1 0 0

ΔJ = 0 1/J0 J/J0 0

ΔJ = +1 1/J1 (2J + 1)/J1 (2J + 1)(J + 1)/J1

TABLE 7.4
Relationship between ΔJ and ΔMJ for a 
J = 4 Ground State

J = 4 ΔMJ = −1 ΔMJ = 0 ΔMJ = +1

ΔJ = −1 1 0 0

ΔJ = 0 0.20 0.80 0

ΔJ = +1 0.02 0.16 0.82
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FIGURE 7.7 The 2p XAS (solid) and associated XMCD (dotted) spectrum of an atomic 

multiplet calculation of Ni2+ where the 3d spin–orbit coupling has been set to zero. 

The 3d spin–orbit coupling is considered to be quenched in many 3d systems. 

Switching off the 3d spin–orbit coupling in the atomic multiplet XMCD spectrum of 

Ni2+ implies that the 3F4, 
3F3, and 3F2 states are degenerate. This yields a number of 

additional transitions. There are now both ΔMJ = −1 and ΔMJ = +1 transitions and, in 

fact, the L2 edge has a completely positive XMCD spectrum as shown in Figure 7.7. 

This is in contrast to the negative XMCD spectrum if the 3d spin–orbit coupling was 

included as indicated previously in Figure 7.6.

Applying a cubic crystal fi eld, modifi es the ground state to 3A2. Figure 7.8 shows 

the similar 2p XAS and XMCD spectra of Ni2+ in an octahedral crystal fi eld with the 

inclusion of 3d spin–orbit coupling and the lower panel of Figure 7.8 exhibits the two 

different spectra (with and without the inclusion of 3d spin–orbit coupling). It is inter-

esting to note that though the ground state has 3A2 character, there is still the visible 

effect of the 3d spin–orbit coupling. The main peak is a bit decreased if the 3d spin–

orbit coupling is switched off and this intensity loss is compensated for at the other 

peaks. It is interesting that all peaks in the XMCD spectrum become more positive 

without 3d spin–orbit coupling. This is related to the fact that the 3d spin–orbit cou-

pling favors high J states, which have relatively more ΔmJ = −1 transitions. This effect 

is partly maintained after the inclusion of the cubic crystal fi eld. Note that it is a little 

surprising that there is an effect of the 3d spin–orbit coupling at all, given that the 

ground state is 3A2 (a state that is not split by the 3d spin–orbit coupling). There is still 

an effect because the ground state is not 100% 3A2 symmetry if 3d spin–orbit coupling 

is included. It is 100% for a T2 symmetry state in the double group description, but the 
3A2-type T2 state suffers from the admixture of T2 states with other T2 states.

The next step is to include charge transfer for XMCD calculations. The procedure 

is analogous to the XAS calculations. Figure 7.9 gives the XAS and XMCD spectra 
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for a Ni2+ ion (using the parameters of NiO) compared with an experimental spectrum 

of a magnetic Ni2+ ion as existing in Cs[NiCr(CN)6]2H2O (Arrio et al., 1996a). 

It can be observed that the main features of the experimental spectrum are repro-

duced, though not exactly at the correct energies. For example, the charge-transfer 

FIGURE 7.9 The Ni2+(NC)6 L2,3 XAS (top) and XMCD (bottom) spectra compared with 

charge transfer multiplet (CTM) calculations with the parameters as given in the text. The 

experimental data has been digitized. (From Arrio, M.A., et al., J. Phys. Chem., 100, 4679, 

1996a. With permission.)
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FIGURE 7.8 The 2p XAS (solid) and associated XMCD (solid) spectrum of a crystal fi eld 

multiplet calculation of Ni2+ with 3d spin–orbit coupling on. Offset at –0.05 are the two 

 different spectra if the 3d spin–orbit coupling is switched off, for respectively the 2p XAS 

(solid) and its XMCD (dotted).
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satellite at 861 eV in experiment is calculated at 859 eV. This can be easily corrected 

by modifying the charge transfer parameters.

7.2.3 XMCD OF CrO2

Figure 7.10 shows the XMCD spectrum of CrO2. A comparison with the crystal fi eld 

multiplet calculation of the dichroic effects suggests that the 3d spin–orbit splitting 

is effectively zero. The vanishing infl uence of an orbital momentum can also be 

 verifi ed by the application of the sum rules, which gives an upper limit of Lz of less 

than 10−2 μB (Schütz et al., 1994).

7.2.4 MAGNETIC X-RAY LINEAR DICHROISM

Linear dichroism, or polarization dependence, is the difference in XAS spectra μ0 

and (μ+ + μ−)/2. The condition for the occurrence of linear dichroism is a macro-

scopic asymmetry in the electronic and/or magnetic structure. The symmetry crite-

rion that determines possible polarization dependence is given by the space group of 

the crystal and not by the point group of the atom. Consider, for example, a crystal 

that has a cubic space group and the absorbing atom a tetragonal point group. In this 

case, the shape of the metal 2p spectrum is determined by the point group; however, 

no linear dichroism is found because the potential dichroic effect of the two atoms 

oriented horizontally and vertically, cancels. Linear dichroism can be caused by both 

electronic and magnetic effects, in contrast to circular dichroism that can only be 

caused by magnetic effects. This is a consequence of Kramers theorem, which states 

that the lowest state in a static electric fi eld is always at least twofold degenerate. The 

only way to break the degeneracy of the Kramers doublet is by means of a time 

asymmetric fi eld; in other words, a magnetic fi eld.

FIGURE 7.10 The experimental XMCD spectrum of CrO2 is given with dots. It is compared 

to a crystal fi eld multiplet calculation with (solid line) and without (dashed) 3d spin–orbit 

 coupling. The theoretical XAS spectrum is also given.
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Magnetic effects generate circular dichroism, but they also have a large effect on 

linear dichroism (van der Laan et al., 1986; Goedkoop et al., 1988a). The magnetic 

fi eld determines an axial direction in the crystal and, with respect to this axis, 

linear dichroism occurs. Within atomic multiplet theory, this can be calculated by 

evaluation of the properties of the 3j-symbol as given in Table 7.3. Atomic multiplet 

theory can be used directly for RE systems and, because the J values for RE ele-

ments are large (between 5/2 and 8), there is a strong correlation between ΔJ = ±1 

and ΔmJ = ±1. This will be discussed subsequently for the case of the M4,5 edges of 

RE systems.

7.2.5 ORIENTATION DEPENDENCE OF XMCD AND XMLD EFFECTS

Crystal fi eld affects can cause linear dichroic effects due to the orientation differ-

ence of the 3d electrons. The linear dichroism, or angular dependence, of XAS is 

caused by the variations of the spatial distribution of the 3d electrons. Spherical 

symmetry as well as octahedral (Oh) symmetry yields no linear dichroic effect, but 

lower symmetries such as tetragonal (D4h) or trigonal (D3d), yield an angular depen-

dence in the XAS spectral shape as discussed in Chapters 4 and 6. In this chapter, 

we have shown that magnetic fi elds cause XMCD and XMLD effects, where we 

have implicitly assumed that the magnetic fi eld acts along the z-axis and for a system 

in octahedral symmetry. In case of octahedral symmetry, any XMLD effect is 

caused by the magnetic fi eld. The general picture of an x-ray absorption experi-

ment with a crystal fi eld plus a magnetic fi eld acting on a metal ion contains three 

different axes:

 1. X-ray polarization vector (eμ).

 2. Magnetic fi eld vector (B).

 3. Crystal fi eld symmetry and its related axes.

Van Elp and Searle (1997) systematically analyzed the effects on the XMCD 

spectrum when the magnetic fi eld was aligned according to the [100], [111], and 

[110] axes in cubic and in distorted symmetries. They divide the 3d transition 

metal ions into three classes. The fi rst is A-symmetry ground states in Oh symme-

try that have essentially no orientation effect. The second is symmetric ground 

states in lower symmetries that have small orientation effects and, lastly, T-symmetry 

ground states in Oh symmetry (or lower symmetry) that have large orientation 

effects in their XMCD spectra. The main mechanism behind the orientation depen-

dence of the XMCD is the 3d spin–orbit coupling that, in combination with symmetry 

distortions, will split a T-symmetry ground state.

Arenholz et al. (2006, 2007) analyzed the orientation effects on the XMLD 

spectra. They showed for the octahedral 3A2 ground state system NiO that there is 

still a very large dependence on the relative orientations of the magnetic fi eld and the 

x-ray polarization vector with respect to the crystal axis. In Oh symmetry, the x-, y-, 
and z-axis are equivalent. This leaves three axis, B, eμ, and z, which can be varied 

with respect to the others. Arenholz et al. (2006, 2007) show that, in case of Oh 
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 symmetry, there are two fundamental XMLD spectra, from which all angular depen-

dent spectra can be derived:

 1. The I0 XMCD spectrum derived from the difference spectrum from the case 

where B || z and eμ || z, and the case where the magnetic fi eld is rotated over 

90° (e.g. B || x and eμ || z). 

 2. The I45 XMCD spectrum derived from the difference spectrum from the 

case where B || [110] and eμ || [110], and the case where the magnetic fi eld is 

rotated over 90° (e.g. B || [−110] and eμ || [110]).

All other spectra can be generated from I0 and I45. In the case of crystal fi eld symme-

tries lower than Oh, more complex angular dependences can be found for the XAS 

spectra and the resulting XMLD spectra. Arenholz et al. (2006, 2007) note that these 

aniso tropic XMLD effects are a property of the cubic wave functions of the 3d states 

with respect to the spin quantization axis and not of the anisotropic spin–orbit interac-

tion. In contrast, the orientation dependence of the XMCD effect discussed above is 

mainly an effect of the anisotropic spin–orbit interaction (van Elp and Searle, 1997).

7.2.6 XMLD FOR DOPED LaMnO3 SYSTEMS

La7/8Sr1/8MnO3 is a system that contains orbital ordering in connection with its large 

magnetoresistance. X-ray MLD can be used to study the ordering of the orbitals, 

similar to the nonmagnetic situations for VO2 and LaTiO3 that have been described in 

Chapter 6. Figure 7.11 shows the XMLD spectra of La7/8Sr1/8MnO3 at different tem-

peratures. The two bottom spectra are CTM calculations, invoking two different 

orderings of the orbitals (Huang et al., 2004; Huang and Jo, 2004). The experiment 

clearly shows that the ground state in La7/8Sr1/8MnO3 contains an ordering of z2 − y2/

x2 − z2 orbitals.

Magnetic ordering effects (including orbital ordering) have been studied inten-

sively with soft x-ray resonant scattering (XRS) (van der Laan, 2006). XRS makes 

use of the charge transfer and multiplet effects of the 3d metal L edges. Using the 

XMCD effect of the L edges, the scattering is measured for transition metal oxides, 

magnetic interfaces, and devices. In the case of the La7/8Sr1/8MnO3 system, Mirone et al. 

(2006) fi nd from their XRS measurements and CTM analysis that the occupied eg 
orbital at the Mn3+ site has 3z2 − r2/3x2 − r2 ordering. This result is opposite to the 

XMLD result of Huang et al. (2004). Because the focus of this book is spectroscopy, 

XRS is discussed no further. Instead, we refer you to the recent review paper of 

van der Laan (2006) and references therein.

7.3 SUM RULES

7.3.1 SUM RULES FOR ORBITAL AND SPIN MOMENTS

In 1992, Thole et al. described a number of sum rules for x-ray absorption and later 

for x-ray photoemission. It was shown that the integral over the XMCD signal of a 

given edge allows the determination of the ground state expectation values of 

the orbital moment Lz and the effective spin moment (Seff)z. The sum rules apply to 
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one specifi c transition, that is, the transition from a 2p core state to 3d valence states 

in TM systems. These 3d valence states must be separated from other fi nal states 

(e.g. the 2p4s transition). It also applies that the background must be separated out. 

In the present subsection, we confi ne ourselves to the sum rules for the 2p3d (or 

3p3d) transition. The general derivation of the orbital moment sum rule for 2p3d (or 

3p3d) of TM systems and 3d4f (or 4d4f) of RE systems is given in Appendix D.

As also shown in Appendix D, the integrated 2p3d x-ray absorption spectrum (μ) 

is proportional to the number of empty 3d states (〈Nh〉):

 
∫ μ = ∫ (μ1 + μ0 + μ−1) =   

C
 __
 

5
   〈Nh〉. (7.7)

Here ∫ μ is the abbreviation of  ∫L3 + L2
   

    μ(Ω) d( Ω) and C is a constant factor including 

the radial matrix element of the dipole transition. This sum rule neglects 2p4s and 

other transitions. Experimentally, this implies that the 2p3d transitions must be 

FIGURE 7.11 The XMLD spectra of the Mn L edge of La7/8Sr1/8MnO3 at different tempera-

tures compared with CTM calculations for Mn3+. (Reprinted with permission from Kuepper, K., 

et al., J. Phys. Chem. B, 109, 15667, 2005. Copyright 2005 by the American Chemical Society.)
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 separated out of the other transitions. In general, it is assumed that all other transi-

tions are continuum transitions that can be described as an edge step followed by a 

constant cross section.

The integrated circular dichroism spectrum is defi ned as the absorption of 

+ helicity x-rays (μ+) minus the absorption of – helicity x-rays (μ−). In the case of a 

2p3d transition, this yields:

 
( .m m+ -- = - · ÒÚ )

C
Lz

10  
(7.8)

This XMCD sum rule implies that one can directly determine the orbital moment 

from the difference of + and − helicity x-rays. Because in most soft x-ray experiments, 

yield detection is used, the exact absorption cross sections are not measured. A solu-

tion is to normalize the XMCD signal by the absorption edge. This defi nes the orbital 

moment sum rule as:
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(7.9)

Similarly the linear dichroism spectrum can be integrated. This yields the quad-

rupole moment (Qzz) sum rule:
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(7.10)

In the case that there is an asymmetry axis in the electronic states, the linear 

 dich roism follows a cos2 α dependence with the angle α between this axis and the 

polarization vector of the x-rays. If α is zero, the polarization vector lies along the 

asymmetry axis, that is, perpendicular to the surface and one measures μ||. If α is 

90°, the polarization vector lies parallel to the surface and one measures μ⊥. The 

angular dependence can also be written in a constant term (3μ|| − μ⊥)/2 and an 

angular term 3/2 ⋅ (μ⊥ − μ||) ⋅ cos2 α .
It is important to be able to determine the spin moment, and this is indeed possi-

ble with an additional sum rule. However, this (effective) spin sum rule has some 

additional complications as is discussed below:
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(7.11)

The effective spin moment Seff is given as: 

 
· Ò = · Ò + · Ò( ) .S S Tz z zeff

7

2  
(7.12)

Tz is the spin-quadrupole coupling (also called the magnetic-dipole coupling). If this 

sum rule is used to determine the spin moment 〈Sz〉, it has to be assumed that 
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〈Tz〉 is zero or 〈Tz〉 must be known from other experiments or theoretically 

approximated. In addition, the effective spin sum rule makes an additional 

approximation that the L3 and L2 edges are not mixed or well separated. The edges 

must be well separated because otherwise there is no clear method to divide the 

spectrum into L3 and L2. In addition, the two edges must be pure 2p3/2 and 2p1/2. 

Subsequently, we will show that this is not the case for the 3d metal 

L edges. A number of additional sum rules apply to photoemission. These are 

 discussed in Chapter 6.

7.3.2 APPLICATION OF THE SUM RULES TO Fe AND Co METALS

Chen et al. (1995) measured high precision L2,3 XAS and XMCD spectra of Fe and 

Co metals in transmission with in situ grown thin fi lms, and verifi ed the orbital 

and spin sum rules by analyzing them using these sum rules. Before their study, 

numerous experimental studies aimed at investigating the validity of the sum rules, 

had been made for transition metals but with widely different conclusions. The 

lack of a consensus was mainly attributed to the experimental artifacts inherent in 

the indirect methods of measuring XAS and XMCD, such as the total electron and 

fl uorescence yield methods, which are known to suffer from saturation and 

self-absorption effects as well as the dependence of radiative and nonradiative 

core-hole decay probability on the symmetry and spin polarization of the XAS 

fi nal states. Chen et al. made the direct observation of XAS and XMCD by a trans-

mission method for Fe and Co thin fi lm samples grown onto 1 μm-thick parylene 

substrates.

The results of L2,3 XAS and XMCD spectra of Fe/parylene thin fi lms are shown 

in Figure 7.12. Chen et al. measured the incident-photon-fl ux-normalized transmis-

sion of XAS spectra for + and − helicities of the incident photons as well as for the 

magnetization independent spectra of the parylene substrate. From these spectra, 

the μ+ − μ− (XMCD spectra) and μ+ + μ− (XAS spectra) are determined. From 

Equations 7.9 and 7.11, the sum rules for orbital and spin magnetic moments, respec-

tively, are written as
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(7.14)

where morb ≡ −〈Lz〉μB/h- and mspin ≡ −2〈Sz〉μB/h- represent, respectively, the orbital and 

spin magnetic moments, and nh is the 3d hole number 〈N3d〉. The linear polarized 

spectrum, μ0, has been replaced by (μ+ + μ−)/2.
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In order to verify the orbital and spin sum rules, we need some additional infor-

mation on the value of nh and the edge jumps of L2,3 XAS. However, by dividing 

Equation 7.13 by Equation 7.14, we can obtain morb/mspin only from the XMCD spec-

tra with no additional information. Figure 7.12 shows, by the dashed curve, the 

energy-integration of the XMCD  spectrum and the values of the integrations for the 

L3 region, and the whole L edge range is indicated by p and q, respectively. Then, it 

is easily seen that

 

m
m

q
p q

orb

spin

= -
2

9 6
,

 

(7.15)

where the 〈Tz〉/〈Sz〉 term in the spin sum rule is neglected because the fi rst- principle 

band structure calculations (Wu et al., 1993, 1994) gave a value of −0.38% 

for bcc Fe (−0.26% for hcp Co). The ratio morb/mspin is thus determined from XMCD 

data to be 0.043 for Fe in excellent agreement with that of the Einstein–de Haas 

gyro magnetic measurements at 0.044 (Bonnenberg et al., 1986). For Co, the ratio 

from XMCD is 0.095, which is in excellent agreement with that from the gyromag-

netic measurements  at 0.097, again.

FIGURE 7.12 L2,3 XAS (upper panel) and XMCD (lower panel) spectra of Fe metal 

(Fe/parylene thin fi lms measured in transmission). The solid lines give the XAS spectrum 

and its XMCD. The dotted line indicates the background and the dashed lines show the 

 integrated value of the XAS and the XMCD, respectively, where r, q indicate their values 

after the L2,3 edge and p after the L3 edge. (Reprinted with permission from Chen, C.T., et al., 

Phys. Rev. Lett., 75, 152, 1995. Copyright 1995 by the American Physical Society.)
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In order to verify the applicability of the individual orbital and spin sum rules, 

Chen et al. (1995) adopted the edge jumps of L2,3 XAS as shown with the dotted 

curve in Figure 7.12, where the height of the L3 (L2) step was set at 2/3 (1/3) of the 
 average intensity of the last 15 eV of the XAS spectrum. The value r indicated in 

Figure 7.12 is the XAS integral after the edge-jump removal. Then, morb and mspin are 

expressed as

 
m

q
r

nhorb = - 4

3
mB ,

 
(7.16)

 
m

p q
r

nhspin = - -6 4 mB .
 

(7.17)

For nh, the values of 6.61 for Fe and 7.51 for Co are used, based on the theoretical 

 calculations of Wu et al. (1993, 1994). The values of morb and mspin are thus obtained 

from the XMCD analysis for Fe at 0.085 μB and 1.98 μB, which are in good agree-

ment with 0.092 μB and 2.08 μB obtained by the gyromagnetic ratio measurements  

of Bonnenberg et al. (1986). For Co, the values of morb and mspin from XMCD are 

0.154 μB and 1.62 μB, while those from the gyromagnetic ratio measurements of 

Bonnenberg et al. (1986) are 0.147 μB and 1.52 μB, respectively. The excellent agree-

ment of the XMCD derived orbital to spin moment ratios and the good agreement 

of the XMCD derived individual moments, with those obtained from Einstein–

de Haas gyromagnetic  measurements, demonstrate the applicability of the orbital 

and spin sum rules.

7.3.3 APPLICATION OF THE SUM RULES TO Au/Co-NANOCLUSTER/Au SYSTEMS

Koide et al. (2001, 2004) studied the magnetic properties of Au/two-monolayer Co 

clusters/Au(111) systems. The most remarkable feature of Co clusters that are self-

assembled on Au(111) is their constant height of two monolayers (ML), and indepen-

dent of the nominal Co coverage d* as long as d* ≤ 1.6 ML. Taking advantage of this 

feature, Koide et al. succeeded in preparing Au/2ML-Co/Au samples with various 

d*, where almost all Co atoms were interfacial ones as shown in Figure 7.13. Then 

they measured angle-, fi eld-, and temperature-dependent XMCD spectra at Co L2,3 

edges with the experimental arrangement shown in Figure 7.13. The circularly polar-

ized x-ray beam is  incident onto the sample with angle θ with respect to the surface-

normal direction (n) of a quasi-two-dimensional sample, and the magnetic fi elds (B) 

are applied to the sample parallel and antiparallel to the θ direction.

Some typical examples of the observed Co L2,3 XAS and XMCD spectra are 

shown in Figure 7.14 where the B dependence of XAS (μ±) and XMCD (Δμ = μ+ − μ−) 

is shown in Figure 7.14a for the sample with d* ≅ 1.6 ML at 300 K and θ = 0°. 
The temperature dependence of Δμ is shown in Figure 7.14b for the sample 

with d* = 0.85 ML for B = 0 and θ = 0°. The average in-plane diameter Dav of clus-

ters is proportional to √d* due to the constant height and fi xed nucleation sites 

[so-called “herringbone elbow” sites on the Au(111) surface], and d* ≅ 1.6 

and 0.85 ML correspond to Dav ≅ 8.2 and 4.7 nm, respectively. It is seen from 
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Figure 7.14 that the Co cluster with Dav ≅ 8.2 nm exhibits a fairly strong remanent 

XMCD at 300 K, but that with Dav ≅ 4.7 nm exhibits no remanent XMCD at 300 K. 

From systematic investigations of the B-dependence of XMCD intensity for Co clus-

ters with various Dav, it is concluded that Co clusters with 7.2 nm ≤ Dav ≤ 8.2 nm 

retain the ferromagnetic (FM) alignment at 300 K with a single domain due to the 

cluster–cluster interaction, while those with Dav ≤ 6.7 nm exhibit the superparamag-

netism (SPM).

Koide et al. (2001, 2004) succeeded in directly determining the spin magnetic 

moment mspin, in-plane (m||
orb) and out-of-plane (m⊥

orb) orbital magnetic moments, and 

in-plane (m||
T ) and out-of-plane (m⊥

T) magnetic dipole moments of interfacial Co atoms 

in Au/2 ML-Co/Au(111) by applying the orbital and spin sum rules to their XMCD 

data. The angle-dependent XMCD sum rules for anisotropic systems (Stöhr et al., 

1995; Weller et al., 1995) are given by
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FIGURE 7.13 Nominal sample structure and arrangement for angle- and cluster-size- dependent 

XMCD experiments. The wedge-shaped Co with the nominal coverage d* microscopically con-

sists of independent clusters for the range of d* < 1.6 ML. E stands for the electric fi eld vector of 

the incident photon. (Reprinted with permission from Koide, T., et al., J. Electron Spectrosc. 
Relat. Phenom. 136, 107, 2004. Copyright 2004 by the American Physical Society.)
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where IL3
 (IL2

) and ΔIL3
 (ΔIL2

), respectively, are the energy-integrated XAS and 

XMCD intensities at the L3 (L2) edge, nh is the 3d hole number, mθ
orb ≡ −〈Lθ〉μB/h- , 

mspin ≡ −2〈Sz〉μB/h- and mθ
T ≡ −〈Tθ〉μB/h-. It was shown in the preceding subsection 

that the contribution of the magnetic dipole moment could be neglected in the spin 

sum rule for Fe and Co metals. However, but for the interfacial Co clusters, this con-

tribution should be taken into account because the magnetic dipole moment would 

be enhanced by the anisotropy in the Co 3d states. The orbital magnetic moment mθ
orb 

and magnetic dipole moment mθ
T in the θ direction are related to those in-plane and 

out-of-plane components as

 
m m morb orb orb

q q q= +^
cos sin

2 2� ,
 

(7.20)

 
m m mT T T

q q q= +^
cos sin

2 2� ,
 

(7.21)

Since the angular average of mθ
T vanishes for 3d electrons (Stöhr et al., 1995), 

we have

 
2 0m mT T

^ + =� ,
 

(7.22)

and from Equations 7.21 and 7.22, we obtain

 
m mT T

q q= -�
( cos ).1 3

2

 
(7.23)

FIGURE 7.14 (a) Polarization-dependent, normal-incidence Co L2,3-edge XAS and 

XMCD spectra for Dav = 8.2 nm cluster at 300 K and under B = ±3 T and ±0 T.  

(b) Temperature-dependence of the Co L2,3-edge remanent XMCD for Dav = 8.2 nm cluster. 

(Reprinted with permission from Koide, T., et al., Phys. Rev. Lett., 87, 257201, 2001. Copyright 

2001 by the American Physical Society.)
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Therefore, for the magic angle θ = θmag = 54.7°, mθ
T vanishes, and Equation 7.19 

reduces to

 

m
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I I
h B

spin

L L

L L

3 2
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2 2( )

,
D D q m

 

(7.24)

which allows a direct determination of mspin. The quantities mspin, m⊥
orb, m ||

orb, m⊥
T, m

||
T 

and mtot = mspin + (2m⊥
orb + m ||

orb)/3 were determined by applying the sum rules to 

the data for θ = 0° and 54.7°, and the results are shown in Figure 7.15 as a function 

of Dav (or the number of atoms per cluster N). In this analysis, the data at T = 300 K 

and B = ±3T were used for the ferromagnetic clusters with Dav = 7.2 and 8.2 nm, and 

those at T = 30 K and B = ±5T were used for the superparamagnetic clusters with 

Dav ≤ 6.7 nm. For the estimation of nh, two independent methods [one for calculating 

FIGURE 7.15 Dav and N dependence of the magnetic moments determined from the angle-

resolved XMCD measurements and the angle-dependent sum rules: (a) mspin and mtot; (b) m⊥
orb 

and m ||
orb; (c) m⊥

T and m ||
T
. The corresponding moments of the bulk hcp Co are shown for com-

parison. The hatched area denotes the FM/SPM transition region. (From Koide, T., et al., 

J. Electron Spectrosc. Relat. Phenom., 136, 107, 2004. With permission from Elsevier Ltd.) 
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the values for Co2Pt4 multilayers and one based on determining the constant defi ned 

by (IL3
+IL2

)/nh ], are used with no appreciable resultant difference.

It is seen that mspin reaches 2.0–2.15 μB for Co clusters with Dav ≤ 7.2 nm, which 

is much larger than the bulk value of 1.55 μB. This is the fi rst direct verifi cation of an 

enhanced interfacial mspin predicted theoretically (Blügel, 1992; Guevara et al., 1998). 

The orbital moment is anisotropic and m⊥
orb ~ 0.31 μB and m||

orb = 0.16 μB to 0.21 μB for 

Dav ≤ 7.2 nm where the value of m⊥
orb is almost twice as large as the bulk value 

morb = 0.15 μB. The smaller values of mspin and m||
orb for Dav = 8.2 nm could be due to 

their imperfect 2-ML height. The total magnetic moment mtot = 2.2–2.4 μB for 

Dav ≤ 7.2 nm is close to mtot = 2.4–2.5 μB of free Co clusters with the smallest 

number of atoms, obtained by Stern–Gerlach defl ection experiments (Billas et al., 

1994). This indicates that the present interfacial Co 3d–Au 5d hybridization would 

be small, which is plausible because the 5d band of bulk Au is located well below 

the Fermi level.

7.3.4 LIMITATIONS OF THE SUM RULES 

In Section 7.3.1, we have pointed out some approximations and experimental compli-

cations and uncertainties when using sum rules. These limitations are listed below, 

followed by some theoretical examples of the breakdown of the spin sum rule:

 1. The polarization of the x-ray beam must be known and must be constant 

over time and position, including an exact inversion if the beam polariza-

tion is reversed.

 2. The magnetization of the sample must be constant over time and position, 

including, if used, the inverse magnetization.

 3. The intensity of the L3 and L2 edges must be normalized to the same 

x-ray beam intensity.

 4. If electron yield is used, the detection effectiveness must be equal for spin-

up and spin-down electrons. This also implies that the escape chance for 

spin-up and spin-down electrons must be equal and, in turn, that the elec-

tron scattering should be spin-independent, which is usually not in mag-

netic systems.

 5. If fl uorescence yield is used, there can be an angular and energy depen-

dence of the signal distorting the XAS spectrum and also its associated 

XMCD signal, as has been discussed in Section 6.2.3.

 6. The appropriate edge must be separated from other structures and the contin-

uum edge jump. In general, this is a nontrivial task, with some variation in 

the methods used. A number of rules have been derived for the various 

edges.

 7. The radial matrix elements must be equal for 2p1/2 and 2p3/2 and also for 

spin and orbital components of valence states, which is not always the case 

as will be discussed for the RE L edges below.

 8. The radial matrix elements must be constant in energy.

 9. The number of holes in the accepting band plays a role because of the 

 normalization to the overall XAS intensity. The number of holes is not 

always known.
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 10. The XAS spectrum of μ0 should be the average of μ− and μ+. This assump-

tion is not always correct.

The effective spin sum rule suffers from a number of additional approximations:

 1. The value of 〈Tz〉 must be known where the approximation that 〈Tz〉 is zero 

is not always valid.

 2. The L3 and L2 edges must be pure in their respective 2p3/2 and 2p1/2 charac-

ter. This is often not the case; in particular, if they are mixed by multiplet 

effects. This also implies that their ratio should be 2 : 1, which is not the case 

for all 3d systems.

 3. The spin–orbit coupling of the valence states can induce large deviations if 

the d3/2 and d5/2 states are populated differently.

 4. The L3 and L2 edges must be separable in order to determine the indepen-

dent integrations including the subtraction of the backgrounds.

These complications mean that it is usually a diffi cult, and in some cases a theoreti-

cally impossible task, to derive the quantitatively correct values of 〈Sz〉 and 〈Lz〉 from 

XMCD experiments.

7.3.5 THEORETICAL SIMULATIONS OF THE SPIN SUM RULE

The specifi c complications of the effective spin moment sum rule (shortened to “spin 

sum rule”) can be tested theoretically for a number of elements. Just such an analysis 

has been performed by Teramura et al. (1996). They showed that the combination of 

multiplet effects, the 3d spin–orbit coupling and the value of 〈Tz〉 together mean that 

the spin sum rule is only valid in very special cases. In Table 7.5, new results are 

given with and without the 3d spin–orbit coupling where the result with the spin–

orbit coupling is essentially the same as that by Teramura et al. The atomic model 

calculations of 〈Sz〉, 〈Seff〉 are made for high-spin 3dn systems (n = 5–9) with 

an octahedral crystal fi eld 10 Dq = 1.0 eV, and compared with the 〈Seff〉 calculated 

from the spin sum rule (Equation 7.11) in the cases without (−LS, top) and with 

(+LS, bottom) the 3d spin–orbit coupling.

Table 7.5 shows that for Cu2+ (3d9) the spin sum rule gives exactly the correct result 

because there are no multiplet effects in the initial and fi nal states. Note, however, that 

the large effect of 〈Tz〉 with the inclusion of 3d spin–orbit coupling raises 〈Seff〉 to 

−1.38 from 〈Sz〉 equal to −0.50. For Ni2+ (3d8), the spin sum rule has only small errors, 

but for the other systems, the deviation from the spin sum rule is large as seen from the 

〈Seff〉-error in Table 7.5. This implies that one should be careful when using the spin sum 

rule in the analysis of experimental data. For more details of the calculations shown in 

Table 7.5, as well as similar calculations for low-spin 4dn systems, see Appendix E.

Despite this theoretical inadequacy of the spin sum rule, it is still often used. No 

experimental check on the validity of the spin sum rule for various TM compounds 

has been made systematically so far. It is, however, highly desirable. The situation 

might be somewhat different for the transition metals Fe and Co. Chen et al. (1995) 

and Koide et al. (2001, 2004) successfully applied the orbital and spin sum rules to 

Co and Fe metals as described in the Sections 7.3.1 and 7.3.2. Chen et al. tested the 
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orbital and spin sum rules experimentally for Fe and Co metals. Comparison with 

the gyromagnetic ratio found that the orbital (spin)-moment was 8% (10%) too small 

for iron and 5% (6%) too large for cobalt (Chen et al., 1995). This implies that essen-

tially the same error (much smaller than the aforementioned theoretical test of the 

spin sum rule) is found for 〈Lz〉 and 〈Sz〉. This is a different result than obtained from 

isolated Co atoms (Gambardella et al., 2003). It should be mentioned that the error of 

the spin sum rule calculated for an isolated high-spin 3dn (n = 6 and 7) confi guration 

with crystal fi eld effect should be an overestimation for Fe and Co metals. The spin 

moments in Fe and Co metals are not in the high-spin state because of the energy 

band effect. Furthermore, the multiplet coupling effect is considered to be reduced by 

the translational motion of 3d electrons. A more detailed study on the validity of the 

spin sum rule for transition metals will be the subject of future investigations.

7.4 XMCD EFFECTS IN THE K EDGES OF TRANSITION METALS

In the case of TM K edges, the core hole has no orbital moment and there are no 

multiplet effects that couple the 1s core hole to the valence electrons. This has impor-

tant consequences for the XMCD spectrum. The K edge XMCD is usually analyzed 

in terms of the Fano factor P (Fano, 1969; Schütz et al., 1987):

 
m m r r+ ≠ ≠ Ø Ø- = -- P R R( )2 2  (7.25)

TABLE 7.5
Results with and without the 3d Spin–Orbit Coupling

−LS 〈Sz〉
Theory

〈Seff〉
Theory

〈Seff〉
Sum Rule

〈Seff〉
Error

3d5 −2.50 −2.50 −1.70 −32%

3d6 −2.00 −2.00 −0.63 −68%

3d7 −1.50 −1.50 −1.27 −15%

3d8 −1.00 −1.00 −0.91 −9%

3d9 −0.50 −0.50 −0.50 −∗

+LS 〈Sz〉 
Theory

〈Seff〉 
Theory

〈Seff〉 
Sum Rule

〈Seff〉 
Error

3d5 −2.50 −2.50 −1.70 −32%

3d6 −1.97 −1.69 −2.08 +22%

3d7 −1.44 −1.59 −1.18 −26%

3d8 −0.99 −0.98 −0.93 −5%

3d9 −0.50 −1.38 −1.38 −∗

Note: The effective spin moment sum rule is checked. The theoretical values 

for 〈Sz〉 and 〈Seff〉 are compared with the results of the sum rule without 

the inclusion of the 3d spin–orbit coupling (−LS, top) and with 3d spin–

orbit coupling (+LS, bottom). The simulations have been performed for 

an octahedral system with a crystal fi eld value of 1.0 eV. 

* A 3d9 calculation involves no multiplet effects and is exact.
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For K edges, the value of P is about 0.01. The physical background of the Fano 

factor is the spin–orbit coupling in the fi nal state (Brouder and Hikam, 1991). If the 

matrix elements (R) are equal for spin-up and spin-down, Equation 7.25 implies that 

from the XMCD signal, the degree in spin-polarization of the density of states (ρ) is 

obtained directly or, in other words, that x-ray absorption is a local probe of the local 

magnetic moment. More precisely, there are (at least) three assumptions in the direct 

determination of the spin-polarization from the XMCD signal at K edges.

The Fano factor P is constant as a function of energy.

The radial matrix elements are constant as a function of energy.

The radial matrix elements are equal for spin-up and spin-down.

The Fano factor itself is also defi ned as a function of the matrix elements for 4p3/2 

states and 4p1/2 states. One can combine all matrix elements into an effective Fano 

parameter (Peff) as:

 
m m r r+ - ≠ Ø- = -Peff ( )

 (7.26)

Concerning the energy variations of the Fano factor, it is important to note that the 

K edge makes a transition to the metal 4p (and higher lying p states) that have 

a small spin–orbit coupling. However, the 4p states that are hybridized into the 

3d-band can be expected to have a much larger induced effect due to the 3d spin–

orbit coupling. This makes it likely that the Fano factor is different at the 3d-band 

than at all other states. In Chapter 8, the possibility of measuring the spin-polarization 

with spin-polarized x-ray absorption is discussed. This allows the determination of 

the energy dependence of the Fano factor (de Groot et al., 1995) 

 

Peff ( ) ( )W W= -
-

+ -

≠ Ø

m m
m m

 

(7.27)

Experiments on ferromagnetic MnP material have shown that the Fano factor is 

~5% at the edge and decreases within a 5 eV range to a value below 1%. The 1s3d 

quadrupole transitions have a strong (and different) XMCD effect, which adds to the 

complication. In most systems, the pre-edge is situated a few eV below the edge and 

this effect can be separated from the effect of the effective Fano factor or, in other 

words, the spin- and spin–orbit-induced effect on the radial matrix elements.

7.4.1 X-RAY NATURAL CIRCULAR DICHROISM AND X-RAY OPTICAL ACTIVITY 

Here, we introduce x-ray optical activity and natural dichroism effects. In principle, 

these effects can occur at any x-ray absorption edge. However, because the available 

experimental data concerns TM K edges, the effects are discussed here. X-ray  optical 

activity is associated with transition probabilities that mix multipole moments of 

opposite parities. In practice, this concerns the mixing of electric dipole (ED) and 

electric quadrupole (EQ) transitions, whereas the XMCD effects discussed in the 

remainder of this  chapter always concern pure ED or pure EQ transitions. Goulon 

et al. (2003) give a clear and detailed description of the various aspects of x-ray 
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optical activity. The effect can be divided into the four Stokes components of the 

gyration tensor that results from the interference of the dipole EDα and quadrupole 

EQβγ  transitions. The imaginary part of this tensor gives rise to x-ray magnetochiral 

dichroism (XMχD) and two types of other nonreciprocal dichroic effects. The real 

part of this tensor gives rise to the x-ray natural circular dichroism (XNCD) effect. 

Goulon et al. (2003) proposed that the properties related to x-ray optical activity can 

be either even or odd with respect to the time-reversal operator where even effects are 

called “natural” and odd effects are called “nonreciprocal.” The XNCD effect should 

be zero in powders because the ED and EQ transitions are orthogonal for isotropic 

samples. Experimentally, the XNCD effect in the chiral Co center in Co*(en)3Cl3 is 

0.8% of the edge jump for single crystals and 0.02% for powders. This latter effect 

could be due to other effects such as interference of the ED and magnetic dipole (MD) 

transitions (Stewart et al., 1999). More examples are given by Goulon et al. (2003).

7.5 XMCD EFFECTS IN THE M EDGES OF RARE EARTHS

7.5.1 XMCD AND XMLD EFFECTS FROM ATOMIC MULTIPLETS

The 3d4f XAS spectra of rare earth (RE) systems have been discussed in detail in 

Chapter 6. The M4,5 spectral shapes can be explained from atomic multiplet theory. 

This implies that the XMCD and XMLD spectra can be determined directly from 

the J-values of the initial and fi nal state, using Table 7.3. As an example, we treat the 

XMCD and XMLD spectra of Tm3+. We have seen that the ground state of 4f12 Tm3+ 

has a 3H6 character, or better, it is a mixture of 99% 3H6 character and 1% 3I6 character. 

With a J-value of six, the 3d94f13 fi nal state with J = 5, 6, or 7 is allowed. There are 

three states with J = 5 (1H5, 
3G5, and 3H5) and one state with J = 6, that is, 3H6. This 

implies that the M4,5 edges of Tm exist for four transitions. With large J-values, the 

values in Table 7.3 are almost diagonal. 

With Table 7.6, we can fi nd that the three transitions to 1H5, 
3G5, and 3H5 are pure 

ΔMJ = −1 transitions. The transition to 3H6 is 86% ΔMJ = 0 and 14% ΔMJ = −1. One 

can calculate the transitions to the fi nal states with ΔJ = −1 and ΔJ = 0 and apply the 

rules that:

XAS = I(ΔJ = −1) + I(ΔJ = 0)

XMCD = −I(ΔJ = −1) − 0.14 I(ΔJ = 0) 

TABLE 7.6
Relationship between ΔJ and ΔMJ for a 
J = 6 Ground State

ΔMJ = −1 ΔMJ = 0 ΔMJ = +1

ΔJ = −1 1 0 0

ΔJ = 0 0.14 0.86 0

ΔJ = +1 0.01 0.12 0.87

Note: In the case of Tm3+ only, ΔJ = −1 and ΔJ = 0 are possible.
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Figure 7.16 shows the XAS and the inverted XMCD spectra of Tm3+. From the 

four peaks we see that the three ΔJ = –1 transitions have the same intensity in the 

inverted XMCD spectrum and one ΔJ = 0 transition contributes only 14% to 

the XMCD. Note that the M4 edge is excited only with the – helicity photon. With 

the defi nitions of XMCD as I(ΔMJ = +1) – I(ΔMJ = –1) and XMLD as I(ΔMJ = 0) – 

½I(ΔMJ = –1) – ½I(ΔMJ = +1)/2, the XMCD and XMLD spectra can be determined 

directly from Table 7.3. The result is given in Table 7.7.

Table 7.8 shows the XAS, XMCD, and XMLD spectra for an atomic multiplet 

calculation for a J = 6 ground state. It might appear that the integrated XMCD signal 

is different from zero, but this is not true. The degeneracies of the fi nal states are 

equal to 2J′ + 1 and adding the degeneracies, the sum over the three ΔJ transitions 
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FIGURE 7.16 The XAS spectrum of Tm3+ (solid) compared with its XMCD spectrum 

(gray). The ΔJ = −1 spectrum identifi es with the XMCD spectrum.

TABLE 7.7
XAS, XMCD, and XMLD Spectra as a Function 
of the Three ΔJ Transitions 

80 XAS XMCD XMLD

ΔJ = −1 1 −1 −1/2

ΔJ = 0 1 −1/(J + 1) (2J − 1)/2(J + 1)

ΔJ = +1 1 J/(J + 1) − J(2J − 1)/2(2J + 3)(J + 1)
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equals zero [i.e. (11 × −1) + (13 × −1/7) + (15 × 6/7) = 0]. The same is true for the 

XMLD spectrum.

7.5.2 TEMPERATURE EFFECTS ON THE XMCD AND XMLD

The XMLD spectra of all RE elements can be calculated using this scheme. The cal-

culations as presented are only valid at 0 K. At fi nite temperatures, the excited MJ 

states become occupied and their XMCD and XMLD spectrum will be different. For 

a pure atomic ground state, the various MJ states are equidistantly split by the 

exchange interaction. This allows one to calculate the XMLD and XMCD spectra 

at fi nite temperatures. One can use a Boltzmann distribution with exponential 

exp(−MJ /Θ), where Θ is the reduced temperature defi ned as kT/gμBH. At 0 K, only the 

lowest MJ state is occupied and the formulas as defi ned previously apply. At tempera-

tures T >> Θ, all ΔJ transitions reach the 1/3 limit and all XMLD and XMCD spectra 

become zero. At temperatures in the range of Θ, the XMLD and XMCD spectra are 

reduced in magnitude but their spectral shape remains equal (Goedkoop et al., 1988a).

The fi rst XMLD spectrum published was the M5 edge of Tb3Fe5O12 (van der 

Laan et al., 1986). Figure 7.17 shows the M5 edge of Tb3Fe5O12 measured at 50 K. 

The experiments are given as a function of the angle α between the polarization 

 vector and the [111] direction of magnetization. The theoretical curves have been 

calculated using Table 7.6 multiplied with a reduction factor due to the fi nite temper-

ature. A more detailed analysis, including the angular variations of the magnetic 

moments, the so-called umbrella structure, can be found in the original publications 

(van der Laan et al., 1986; Goedkoop et al., 1988b).

7.6 XMCD EFFECTS IN THE L EDGES OF RARE EARTH SYSTEMS

The XAS at RE L edges are described in Sections 3.6.5 and 6.6.3. They  correspond 

to transitions from the 2p3/2 and 2p1/2 core states, which are split from 410 eV in La 

up to 1030 eV in Yb. The 2p core electrons are excited to the empty 5d valence states. 

At the edge, quadrupole transitions are possible to the empty 4f states. This can be 

made visible with HERFD XAS, but XMCD can also be used to show the presence 

of the quadrupole transitions. The quadrupole transitions are excited directly into the 

4f states and, as such, show large XMCD effects. In addition, the quadrupole transi-

tions have an angular dependence in cubic symmetry, which makes them different in 

different directions (Giorgetti et al., 1993, 2001). 

TABLE 7.8
XAS, XMCD, and XMLD Spectra 
for J = 6
J = 6 XAS XMCD XMLD

J′ = 5 1 −1  −1/2

J′ = 6 1 −1/7  11/14

J′ = 7 1 6/7 −11/35
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7.6.1 EFFECTS OF 4f5d EXCHANGE INTERACTION

Jo and Imada (1993) gave an interpretation for a systematic trend of XMCD in L2 and 

L3 edges of trivalent RE atoms from Ce to Tm, assuming a 2p5d dipole transition and 

the 4f states in the Hund’s rule ground state. They took into account the spin 

and orbital moments of the 5d state induced through the intra-atomic 4f5d exchange 

interaction within a molecular fi eld approximation. The exchange energy of the 5d 

state, specifi ed by the z components of the orbital and spin quantum numbers, md and 

sd, respectively, is given by

 

E E m s c m m G n m s s sd d d
k

d f
k

f f d f

m sk f f

m d∫ = - Ô ÔÂ
=

( , ) ( , ) ( , ) ( , )
,, ,

2 3
2

1 3 55

Â ,

 

(7.28)

where μ denotes the combined indices of md and sd, ck is proportional to the Clebsch–

Gordan coeffi cient, Gk represents the 4f5d Slater integrals, n(mf , sf) is the number of 

FIGURE 7.17 The M5 edge of Tb3Fe5O12 is given as a function of the angle α between the 

polarization vector and the [111] direction of magnetization. The experimental spectra are com-

pared to atomic multiplet calculations for 9° (top) and 90° (bottom). The middle spectrum is the 

theoretical curve for 60° that identifi es with experiment. The theoretical curves have been calcu-

lated using Table 7.6 multiplied with a reduction factor due to the fi nite  temperature. (Reprinted 

with permission from Goedkoop, J.B., Fuggle, J.C., Thole, B.T., van der Laan, G., and Sawatzky, 

G.A., J. Appl. Phys., 64, 5595, 1988b. Copyright 1988 by the American Institute of Physics.)
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4f electrons corresponding to mf and sf , and δ is the Kronecker delta function. Note 

that the energy Edμ depends on the RE element where n(mf , sf) is obtained for the 

Hund’s rule ground state. In order to determine the spin and orbital moments of 

the 5d states, Jo and Imada assumed that each of the dμ states forms an energy band 

with semi-elliptical density of states (DOS), and with its central energy at Edμ and 

that the Fermi level is determined so that the number of the 5d electrons per atom is 

unity. Then they calculated the integrated XMCD intensity of L2 and L3 edges for 

each RE  element. The calculated result was mostly consistent with experiments in 

the systematic variation of the integrated XMCD amplitude over the RE elements, 

but the result failed to reproduce the exact sign of the experimentally observed 

 integrated XMCD intensity (Baudelet et al., 1993).

The opposite XMCD sign in the calculation by Jo and Imada is caused by their 

assumption that the exchange interaction (giving rise to the exchange energy using 

Equation 7.28), does not modify the dipole transition amplitude to the state dμ . Carra 

et al. (1991) pointed out through energy band calculations that in the case of Gd 

metal, in which the orbital magnetic moment is completely quenched, the spin depen-

dent enhancement of the dipole matrix element is crucial for reproducing the correct 

XMCD sign. This is a consequence of the contraction of the radial part of the 5d 

orbital due to the 4f5d exchange interaction. Matsuyama et al. (1997) and van 

Veenendaal et al. (1997) improved the theory by Jo and Imada by taking into account 

that the enhancement of the dipole matrix element by the exchange interaction 

depends not only on the 5d spin moment (sd) but also on the 5d orbital moment (md) 

for the entire series of RE elements. Matsuyama et al. considered a fi nite occupation 

in the 5d electron band, as will be described subsequently in some detail, but van 

Veenendaal et al. (1997) assumed that the 5d band is empty in the ground state. 

Matsuyama et al. (1997) introduced a factor α to describe the enhancement of 

the dipole matrix element and wrote the XAS spectrum in the form:
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(7.29)

where μ±
j represents the XAS spectrum with ± helicity for the angular momentum 

j = (3/2, 1/2) of the 2p core state, M±(pjjz; dμ) is the dipole transition matrix element 

for ± helicity before taking into account the enhancement effect, ρdμ(ε) is the semi-

elliptical DOS of the 5d (dμ) band with the width W expressed as

 
r e

p
em md dW

W E( ) ( ) ,= - -2
2

2 2

 
(7.30)

εF is the Fermi level and Γ is the lifetime broadening of the 2p core hole. The XAS 

and XMCD spectra are given, respectively, by μ+
j + μ−

j and Δμ ≡ μ+
j − μ−

j. If we put 

α = 0, these results reduce essentially to those by Jo and Imada (1993). It should be 

noted that M±(pjjz; dμ) is expressed, apart from a constant factor, as
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(7.31)
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where 〈 j1m1 j2m2 | JM 〉 is the Wigner coeffi cient.* Matsuyama et al. (1998) calculated 

the integrated intensity of the XMCD spectrum (normalized by the integrated XAS 

intensity) ΔIpj, for the entire series of trivalent RE elements. The calculated results 

for α = 0.0, 0.4, and 0.6 (1/eV) are shown in Figure 7.18. The result for α = 0.0 

 reproduces the result found by Jo and Imada (1993), but by introducing α ≠ 0 (e.g., 

α = 0.4 or 0.6 1/eV), the sign of the integrated XMCD changes in accord with experi-

mental observations. 

Let us fi rst consider the case of Gd. By taking into account the enhancement 

effect, the sign of ΔIpj is positive and negative for j = 3/2 and 1/2, respectively. This 

is easily understood from the following. With our convention, the magnetic fi eld B is 

in the −z direction, so that all of the seven 4f electrons occupy spin-up states in the 

*The relation between the Wigner 3j symbol and the Wigner coeffi cient, 〈 j1m1 j2m2 | JM〉 is given by 

j
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FIGURE 7.18 Calculated integrated intensities of XMCD spectra at the L2,3 edges for an 

entire series of RE elements. The parameter values of α are set to 0.0, 0.4, and 0.6. (From 

Matsuyama, H., Harada, I., and Kotani, A., J. Phys. Soc. Jpn., 66, 337, 1997. With permission.)
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Hund’s rule ground state, where the spin quantization axis is in the +z direction. 

Therefore, by the 4f5d exchange interaction, the energy of 5d spin-up states is lower 

than that of 5d spin-down states, and the electric dipole transition amplitude is 

enhanced for the 2p to 5d (up) transition instead of the 2p to 5d (down) transition. As 

can be seen from Figure 7.19, where we show the relative intensity of the dipole tran-

sition, | M±(pjjz; dμ) |2, for each pair of pjjz and dμ, the sign of XMCD is determined 

for the L3 edge ( j = 3/2) mainly by the competition between the 2p to 5d (up) transi-

tion [the transition to (ms, sd) = (2, ↑) is most dominant] by the + helicity and the 2p 

to 5d↓ transition [most dominant is to (−2, ↓)] by the – helicity. For the L2 edge 

( j = 1/2), the sign of XMCD is determined mainly by the competition between the 2p 

to 5d↓ transition [most dominant is to (2, ↓)] by the + helicity and the 2p to 5d↑ tran-

sition [most dominant is to (−2, ↓)] by the – helicity. Therefore, by the enhancement 

of the 2p to 5d↑ transition matrix element, the transition by the + and – helicity 

become dominant for L3 and L2 edges, respectively, giving rise to the positive and 

negative signs of XMCD. This is exactly the same situation as that shown by Carra 

et al. (1991) through the energy band calculation. From comparison with these 

results, the value of α is estimated to be 0.4 to 0.6 (1/eV).

For other RE elements, it is seen from the results of α = 0.4 and 0.6 (1/eV) that 

ΔIpj has large positive values for the L3 ( j = 3/2) of heavy RE elements (Tb-Yb) and 

for the L2 ( j = 1/2) of light RE elements (Ce-Sm), but it has much smaller values for 

the L3 of light RE elements (Ce-Sm) and for the L2 of heavy RE elements (Tb-Yb). 

The mechanism of this behavior is more complicated than that of Gd, but the trend 

is understood in the following way. Looking at Figure 7.19, let us confi ne ourselves, 

for simplicity, to the following cases of largest dipole transition intensity: for the 

L3 edge, the transition to (ms, sd) = (2, ↑) by the + helicity light and that to (−2, ↓) 

by the – helicity one, and for the L2 edge, the transition to (2, ↓) by the + helicity 

light and that to (−2, ↑) by the – helicity one. For light rare RE elements, the dipole 

FIGURE 7.19 The relative intensity of the dipole transition | M±( pjjz; dμ) |2. (Reprinted with 

permission from Koide, T., Oyo Butsuri, 63, 1210, 1994. Copyright 1994 by the Japanese Society 

of Applied Physics.)
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transition intensity to (ms, sd) = (2, ↓) is strongly enhanced by the exchange interac-

tion with 4f states in the Hund’s rule ground state, but the dipole transition intensities 

to (−2, ↓), (−2, ↑), and (2, ↑) are not much enhanced. Therefore, in the L2 edge, the XAS 

intensity by the + helicity light is much larger than that by the – helicity light, and the 

XMCD has a large positive value. However, in the L3 edge, the XAS intensities by the 

+ and the – helicities are small and comparable, so that the sign of XMCD is deter-

mined by higher-order effects. From a similar consideration, for heavy RE elements, 

the XAS intensity by the + helicity light is much stronger than the – helicity light for 

L3, but those by the + and the – helicity lights are small and comparable for L2.

7.6.2 CONTRIBUTION OF ELECTRIC QUADRUPOLE TRANSITION

The quadrupole contribution is also inevitable for a quantitative comparison of the 

 calculated spectra with experiment. Fukui et al. (2001c) calculated it with the atomic 

multiplet model. The calculated integrated intensities of XAS and XMCD are shown in 

Figure 7.20. The atomic calculation is a reasonable method, since the 4f electrons 

directly concerned with the quadrupole process (i.e. the initial state 2p64fn
 and the fi nal 

state 2p54fn+1), are well localized. Intra-atomic multiplet coupling effects are crucial in 

this process, especially the Coulomb interaction between the photo-excited 4f electron 

and the core hole left behind as well as between the other 4f electrons. However, the 

lifetime effect of the 2p core hole smears out the detailed structure of the spectra.

The contribution of the quadrupole transition to XMCD is generally weaker than 

that of the dipole transition. However, the quadrupole contribution is somewhat lower 

in energy than the dipole contribution, and especially for the L3 XMCD of light RE 

elements and for the L2 XMCD of heavy RE elements, the quadrupole contribution 

can be important because the dipole contribution is rather weak.

7.6.3 EFFECT OF HYBRIDIZATION BETWEEN RE 5d AND TM 3d STATES

In order to discuss the XMCD spectra of RE elements in intermetallic compounds 

 containing TM elements [e.g. R2Fe14B or RFe2 (R is RE element)], it is important to 

take into account another polarization effect of the 5d states due to the hybridization 

with spin-polarized 3d states of surrounding transition metal (TM) ions, which 

occurs through the 2p5d dipole transition. Actually, it is well known that the mag-

netic  coupling between Fe 3d spin and R 4f spin always presents an antiferromag-

netic alignment (via the R 5d conduction electrons). This makes them either 

ferromagnetic compounds for light RE elements (Ce-Sm) or ferrimagnetic com-

pounds for half-fi lled (Gd) and heavy RE elements (Tb-Yb), because the R 4f spin 

moment is antiparallel and parallel, respectively, to the R 4f orbital moment (which 

is larger than the R 4f spin moment) for light and heavy RE elements.

On the contribution of R 5d-Fe 3d hybridization to XMCD, this effect must 

dominate the spectra for La or Lu compound, since there is no effect from the 4f 

electrons. For other RE elements, this effect is generally weaker than that of the 

dipole contribution due to the R 4f–5d interaction. However, for the L3 XMCD of 

light RE elements and for the L2 XMCD of heavy RE elements, this contribution can 

be important because the dipole contribution by 4f–5d interaction is rather weak. 

In the case of R2Fe14B, where Fe constitutes the majority of the magnetic moment, 
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the contribution of R 5d-Fe 3d hybridization is large and determines almost the total 

L2 XMCD of heavy RE elements as will be shown later.

7.6.4 XMCD AT L EDGES OF R2Fe14B (R = La – Lu)

In order to obtain R 5d and Fe 3d electronic states, Asakura et al. (2002) performed 

cluster model calculations. It is known that R2Fe14B has tetragonal symmetry and its 
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FIGURE 7.20 Integrated intensities of RE L2,3 XAS and its XMCD by the 2p4f quadrupole 

transition. The incident angle is taken to be 45°, and the intensities are normalized at the values 

of La XAS for L2 (closed circles) and L3 (open circles), respectively. From Figure 3 of Fukui 

et al. (2001c), an error for the value of XMCD in L2 of Sm has been corrected. (Reprinted with 

permission from Fukui, K., et al., Phys. Rev. B, 64, 104405, 2001c. Copyright 2001 by the 

American Physical Society.)
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unit cell contains 68 atoms. Then, a cluster consisting of 10 R atoms including the 

central R and 16 Fe atoms was adopted. Actually, the considered cluster contains all 

R atoms up to the fi fth nearest neighbors from site 0 and all Fe atoms up to the sixth 

nearest neighbors from site 0. 

The Hamiltonian of the cluster model is expressed as

H d d D D t d dd i i d v j j i i i i= + + ++ + +e m e n m mm m n m m5 3
( ) ( ) [ ( , )

, , , , , , ,¢ ¢ ¢¢ hh c. .]
,m mnm ¢¢

ÂÂÂÂÂÂ
πi iji

+ + + ++

π

+ÂÂ [ ( , ) . .] [ ( , )
, , ,

,

, ,
t D D t d Dj j v j j

v vj j
i j¢ ¢ ¢

¢¢

¢n n m nn m nh c hh c. .],
,m n

ÂÂ
πi j

 (7.32)

where the operators dμ,i
+  (i = 0–9) and Dv, j

+  ( j = 1–16) represent, respectively, the cre-

ation of an electron in the 5d state μ of the R ith site and in the 3d state v of the Fe 

jth site. The indices μ and v denote (md, sd) of R 5d and Fe 3d states, respectively. 

The 5d energy level ε5d is essentially the same as the exchange energy Edμ but now 

we take into account the reduction factor RE of the Slater integral Gk:

 
e m m5d E dR E( ) .=

 
(7.33)

The 3d energy level is expressed as

 
e n3 3 5 3d d d dE s( ) ,= -D exc  

(7.34)

where Δ3d5d is the Fe 3d-R 5d energy separation in nonmagnetic state and Eexc is the 

exchange splitting of the Fe 3d state. The value of Δ3d5d is taken to be −2.6 eV, and 

the Fermi energy is fi xed at −2.0 eV with respect to the center of the 5d levels. 

The electron transfer integrals are obtained from the Slater–Koster integrals given 

by the empirical formula by Pettifor (1977) [for more details, see Asakura et al. 

(2002)].

XMCD spectra are calculated by Equation 7.29, putting α = 0.4 (1/eV) and using 

the partial DOS of R 5d states ρdμ(ε) calculated with the cluster model. In order to 

compare quantitatively with the experimental results measured at room temperature, 

it was necessary to take the reduction factor RE as shown in Table 7.9, while the value 

of Eexc was fi xed at 0.2 eV.

The calculated XAS and XMCD for L3 and L2 edges are shown in Figure 7.21a 

and b, respectively, together with the experimental data. The overall agreement 

TABLE 7.9
Reduction Factor (RE) of the 4f-5d Exchange Energy

La Pr Nd Sm Gd Tb Dy Ho Er Tm Yb

4f0 4f2 4f3 4f5 4f7 4f8 4f9 4f10 4f11 4f12 4f13

RE — 0.12 0.12 0.16 0.40 0.12 0.12 0.20 0.12 0.08 0.04 
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FIGURE 7.21 Calculated (solid curves) and experimental (crosses) results of XAS and 

XMCD at (a) L3 and (b) L2 edges of R2Fe14B. (From Asakura, K., et al., J. Phys. Soc. Jpn., 71, 

2771, 2002. With permission.)
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between calculated and experimental results is quite satisfactory in both XMCD 

spectral shape and amplitude. The calculated XMCD involves the contributions of 

dipole transitions with the effects of interatomic hybridization and intra-atomic 

exchange interaction, as well as quadrupole contributions. Note that, since each con-

tribution to XMCD spectra is sometimes different in shape and sign, the total XMCD 

spectra show a variety of shapes. 

For the L2 edges of the light RE elements Pr, Nd, and Sm, the L2 and L3 edges of 

Gd, and L3 edges of heavy RE elements from Tb to Tm, the contribution from the 4f-

5d exchange interaction is large, as seen from Figure 7.18, and it predominantly 

determines the XMCD spectra. For La and Lu, on the other hand, we only have the 

mechanism of the R 5d-Fe 3d hybridization. For L2 edges of heavy RE elements from 

Dy to Yb, the calculated XMCD spectra are almost the same as that of Lu, which 

means that the mechanism of the R 5d-Fe 3d hybridization is dominant. 

For L3 edges of light RE elements, it can be shown that XMCD spectra consist 

of the following three contributions with comparable intensity: (i) the dipole contri-

bution from RE 4f-5d exchange interaction, (ii) that from the RE 5d-Fe 3d hybrid-

ization, and (iii) the quadrupole contribution. As an example, the calculated XMCD 

spectra at the L2 and L3 edges of Sm2Fe14B are decomposed into three contributions, 

as shown in Figure 7.22, where the contributions (i), (ii), and (iii) are shown with a 

dashed, dotted, and dash-dot curve, respectively. The solid curve is the sum of the 

three contributions. It is seen that, for the L3 edge, the three contributions have 

comparable intensities while, for the L2 edge, the contribution (i) is much larger 

than (ii) and (iii).

FIGURE 7.22 XMCD spectra of the Sm L2,3 XAS in Sm2Fe14B. Solid curves are the sum of 

the three contributions: the dipole contribution due to the 4f-5d exchange interaction (dotted 

curves), the dipole contribution due to the Sm 5d-Fe 3d hybridization (dashed) and the quad-

rupole contribution (chain curves). (From Asakura, K., et al., J. Phys. Soc. Jpn., 71, 2771, 

2002. With permission.)
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Let us comment in a small way on the reduction factor RE of the exchange 

energy in Table 7.1 with respect to the calculated results of Figure 7.21a and b. 

There are two different origins for RE. One is the correction from the Hartree–Fock 

calculation of the exchange interaction between 4f and 5d states, namely the correc-

tion by the intra-atomic confi guration interaction that results in the value of 

RE ≈ 0.8 at zero temperature. The other one is the reduction of the exchange energy 

by thermal fl uctuations of 4f magnetic moment. In the comparison of calculated 

XMCD spectra with experiment at room temperature, this effect is important 

because the magnetic polarization of 5d states due to 4f-5d exchange interaction is 

reduced in proportion to the reduction of 4f magnetization. Actually, the magneti-

zation of R2Fe14B at room temperature is mainly carried out by the Fe 3d electrons. 

Also, the magnetization of R 4f electrons is strongly reduced by thermal fl uctua-

tions (Herbst, 1991), except for Gd. In the case of Yb and Tm, the spectral shape of 

XMCD is similar to that of Lu, which has no 4f magnetic moment. Therefore, 

Asakura et al. (2002) suggested a dramatic reduction of the 4f magnetization and 

extremely small values of RE (0.04 and 0.08). For Gd, on the other hand, a consider-

able contribution from 4f magnetization to XMCD was seen, refl ected in the reduc-

tion factor 0.4. It should be noted that the rough trend of reduction factor RE (which 

takes a maximum at Gd and decreases in going away from Gd) is in qualitative 

agreement with the behavior of Tc in R2Fe14B (Herbst, 1991).

Finally, it should be mentioned that Asakura et al. (2004b) have also performed 

theoretical calculations of XMCD in R2Fe14B with the use of the partial DOS of R 5d 

and Fe 3d states obtained with the tight-binding energy-band model instead of the 

cluster model. They have shown that the results of XMCD calculated with the tight-

binding model coincide almost perfectly with those calculated with the cluster model 

if we take into account the spectral broadening due to the 2p core hole  lifetime. At 

the same time, they have shown that more details of the R 5d band structure obtained 

with the tight-binding model should be refl ected in the XMCD spectra if the spectral 

broadening could be suppressed.

7.6.5 MIXED VALENCE COMPOUND CeFe2

Let us consider a Laves-phase compound CeFe2, which behaves as a ferromagnetic 

mixed valence system. CeFe2 has anomalously small magnetic moment and a low 

Curie temperature (Tc = 230 K) as compared to other RFe2. We ascribe the consid-

ered anomalous behavior to the mixed valence character of Ce, which can be well 

described by the single impurity Anderson model (SIAM) (Kotani et al., 1988). 

Including the various Coulomb interactions, Asakura et al. (2004a) combined SIAM 

with a LCAO (Ce17Fe12) cluster calculation for the Ce 5d and Fe 3d conduction states 

and calculated XMCD. 

Experimental results of XAS and XMCD for the Ce L3 and L2 edges of CeFe2 are 

shown in Figures 7.23 and 7.24, respectively (Giorgetti et al., 1993). The double-peak 

structure of XAS is a characteristic feature of the mixed valence Ce compounds and 

usually explained by the 4f0 (higher energy peak) and 4f1 (lower energy peak) compo-

nents in the fi nal state. Corresponding to them, the XMCD also exhibits the double-

peak structure. The sign of XMCD is positive for L3 and negative for L2, similar to 
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that in LuFe2, so that we expect that the XMCD in CeFe2 is caused mainly by the 

spin polarization of the Ce 5d band due to the hybridization with the spin-polarized 

Fe 3d band, as in the case of LuFe2. This is reasonable because the spin and orbital 

polarization of the Ce 4f state would be very small due to the mixed valence charac-

ter. However, there remain some features to be solved theoretically. The fi rst is that 

the energy positions of the two peaks in XAS are different from those of XMCD. 

The difference is larger for the lower energy peak (4f1 peak) than the higher energy 

one (4f0). Second, the widths of the two XMCD peaks are different in that the lower 

energy peak is broader than the high energy one. Lastly, it is not clear where the con-

tribution from the 4f2 confi guration can be seen. To solve these problems, theoretical 

calculations have been made by Asakura et al. (2004a).

Asakura et al. considered the Ce17Fe12 cluster model to describe the Ce 5d and Fe 

3d states because the cluster with fi nite size is more convenient to be combined with 

the SIAM. The Hamiltonian of the cluster (similar to Equation 7.3.2) is diagonalized 

in the form

 

H a av v v= Â +e �
�

� �

 

(7.35)

FIGURE 7.23 Calculated (solid curves) and experimental (crosses) results of XAS and 

XMCD at the Ce L3 edge of CeFe2. The dashed curve represents the background contribution 

assumed in the calculation. (From Asakura, K., et al., J. Phys. Soc. Jpn., 73, 2008, 2004a. 

With permission.)
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by the transformation
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(7.36)

The mixed Ce 5d-Fe 3d states are combined with Ce 4f states in the frame of the 

extended SIAM. The Hamiltonian of the extended SIAM in the initial state of XAS 

is written as 
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(7.37)

where λ represents the combined spin and orbital quantum numbers of the Ce 4f 

state, Uff is the Coulomb interaction of Ce 4f states and Vlλ is the hybridization 

between 4f(λ) and v(l) states. In the fi nal state of XAS, the 2p core electron is excited 

to the 5d band and the 4f level is pulled down due to the core hole potential −Ufc. 

Furthermore, it is taken into account that the 5d electrons on the core hole site 

( j = 0) interact with the 4f electron through the Coulomb interaction Ufd and the 

FIGURE 7.24 Similar to Figure 7.23, but for the Ce L2 edge of CeFe2. (From Asakura, K., 

et al., J. Phys. Soc. Jpn., 73, 2008, 2004a. With permission.)
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core hole through −Udc (see Chapter 3). Therefore, the Hamiltonian in the fi nal 

state is given by

H H U a a U C a a U C a a a af g fc f f dc k k k k fd k k f f k k

k

= - - ++ + + +
l l m m l l m m, ,¢ ¢ ¢ ¢

,, ,,

,
kk k ¢¢ ll
ÂÂÂ

 

(7.38)

where

 

C k v kk k, , , ,¢ ¢= · Ô Ò · Ô ÒÂ m n m
n

0 0

 

(7.39)

and a+
μk is the creation operator of a Ce 5d electron in the state (μ, k). The 

Hamiltonians Hg and Hf are diagonalized by taking into account the three 

 confi gurations 4f0, 4f1, and 4f2. In diagonalizing Hf , it is assumed that only a 

photo-excited electron is affected by the Coulomb interactions −Udc and Ufd. By 

the calculation, CeFe2 is shown to be in the mixed valence state with the average 

4f electron number in the ground state nf = 0.64. The calculated results of XAS 

and XMCD are shown in Figures 7.23 and 7.24 by solid curves where the dashed 

curve is the background contribution in XAS. The values of Udc and Ufd are taken to 

be 2.0 and 1.7 eV, respectively. The agreement between the calculated and experi-

mental results is satisfactory both for XAS and XMCD at both L2 and L3 edges. 

In order to see the mechanism determining the relative peak positions of XAS 

and XMCD, the effect of the core-hole potential −Udc at the L3 edge of XAS and 

XMCD is calculated for the 4f0 peak, disregarding the 4f1 and 4f2 contributions. The 

results are shown in Figure 7.25. In the case of Udc = 0, the peak of XMCD is shifted 

by about 4 eV towards lower photon energy with respect to that of XAS, and its width 

is smaller. The reason for this is that, since the XAS peak occurs due to optical tran-

sition of the 2p3/2 core electron to the Ce 5d conduction band above the Fermi level, 

the position and the width of the XAS peak correspond to the center and the width 

of the unoccupied part of the Ce 5d band. On the other hand, XMCD is only caused 

by the spin-polarized part of the unoccupied Ce 5d band. The spin polarization of the 

Ce 5d band is induced by the Fe 3d spin polarization due to the hybridization between 

Ce 5d and Fe 3d states. However, the Fe 3d band is mainly located in the lower 

energy side of the Ce 5d band, so that the spin polarization of the empty states of the 

Ce 5d band is limited to the states near the Fermi level. With increasing Udc, on 

the other hand, the oscillator strength of XAS is transferred to the lower energy side 

(toward the Fermi level, which is the peak position of XMCD), and therefore the 

energy difference of the XAS and XMCD peaks decrease. This explains why 

the positions of the higher energy peak (4f0 peak) of XAS and XMCD are close to 

each other in Figures 7.23 and 7.24.

For the lower energy peak (mainly 4f1), on the other hand, the effect of the 

Coulomb interaction between 4f and 5d states Ufd has to be taken into account. Then, 

the effects of the attractive −Udc and the repulsive Ufd almost cancelled each other so 

that the situation becomes similar to the case of Udc = 0 in Figure 7.25. Therefore, the 

effects of −Udc and Ufd are essential to the understanding of the relative  positions of 

the two peaks in XAS and XMCD in CeFe2.

The difference in the spectral widths of the two XMCD peaks, as well as the 

difference in the spectral width of XAS and XMCD peaks, is also mainly caused by 
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the effects of −Udc and Ufd. For more details on the contents of Section 7.6.1 to 

Section 7.6.5, see a review article by Parlebas et al. (2006).

7.6.6 MULTIELECTRON EXCITATIONS

Each core state can have multielectron-excitations (MEE) associated with it, but in 

solids they are usually not visible as separate structures. Because of their effects, 

they are well known in extended x-ray absorption fi ne structure (EXAFS) analysis 

(Di Cicco and Filipponi, 1994; van Dorsen et al., 2002). In the case of the 2p excita-

tions in RE systems, the following processes are possible. The ground state of a RE 

can be described as 4fn(5d6s6p)3. By neglecting the 6s and 6p electrons, 4fn5dδ is 

obtained where δ is of the order of one. The normal L edge describes an excitation 

from 4fn5dδ to 2p54fn5dδ+1 and the quadrupole pre-edge to 2p54f n+15dδ. In addition, 

one can imagine that a second core electron is coexcited. This is only signifi cant for 

shallow core levels and only if they couple strongly to the 4f valence states. This is 

FIGURE 7.25 Calculated results of XAS and XMCD at L3 edge for various values of 

Udc in the limit of 4f0 confi guration. The peak position of XMCD is taken as the origin of 

the relative energy. (From Asakura, K., et al., J. Phys. Soc. Jpn., 73, 2008, 2004a. With 

permission.)
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the case for the 4d core states that are located between 100 and 190 eV binding 

energy. This yields the 4d5d shake-up MEE to 2p54d94fn5dδ+2 fi nal states. Note that 

there are two core holes now, so one can imagine signifi cant screening effects due 

to 4fn+1 contributions. These 2p4d MEE are approximately located at an energy 

given by the addition of their binding energies, implying that they can be found some 

100 to 190 eV above the L edges. They can be made visible with XMCD because 

they have a large spin-polarization due to the exchange interaction with the 4f 

electrons. This was discussed with respect to the N4,5 edges in Chapter 6. It turns out 

that the 2p4d MEE are clearly visible in the XMCD signal (Dartyge et al., 1992). In 

addition, these 2p4d MEE peaks can be made visible with resonant x-ray emission 

measurements.

7.7 APPLICATIONS OF XMCD

The main applications of XMCD experiments are studies of magnetic materials, 

including magnetic oxides, thin magnetic (multi)layers, interface and surface 

effects, single atom magnetism and adsorbates magnetic nanoparticles and catalyst 

materials, molecular magnets, and metal centers in proteins. Important tools that 

can be developed using the XMCD effects include the determination of magnetic 

moments under extreme conditions, element specifi c moments in multielement 

 systems, the study of magnetic coupling, element specifi c magnetization curves, 

its use in x-ray microscopy, and the refi nement of XAS for site symmetry and 

 electronic structure.

7.7.1 MAGNETIC OXIDES

Recently there has been an increased interest in the magnetic properties of TM 

oxides. Binary bulk TM oxides are usually antiferromagnetic. This includes the 

 systems such as NiO, CoO, MnO, and α-Fe2O3. Historically, the most famous (ferri)-

magnetic oxide is magnetite Fe3O4, which has an inverse spinel structure. Recently, 

a number of new magnetic oxide families have been (re)discovered that include the 

giant magnetoresistance materials such as the doped LaMnO3 perovskites, and the 

 vanadium oxide-based spin ladders.

One of the fi rst applications of XMCD was devoted to iron garnets. At room 

temperature, the primary Fe XMCD signal is negative while the Gd signal is posi-

tive. This indicated that the bulk magnetic moment was dominated by the contribu-

tion from the Fe spins and that the Gd was antiferromagnetically coupled to the Fe. 

At low temperature, the Gd moment becomes the dominant factor, while positive 

Fe L3-edge XMCD again indicates antiferromagnetic coupling (Rudolf, 1992).

Because XMCD usually adds fi ne structure not visible in XAS, it can be a useful 

additional technique to determine the nature of para- or ferrimagnetic phases and 

impurities in intrinsically diverse systems such as natural minerals and heteroge-

neous catalysts. By comparison with CTM calculations, the site occupancies of the 

cations can be determined. This principle has been applied to a series of iron spinel 

systems. The analysis yields similar information to that of the Mössbauer spectros-

copy, though some differences were found that lead to a better understanding of 

these systems (Pattrick et al., 2002).
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An important development has been the combination of XMCD and XMLD 

with microscopy using photoemission electron microscopes (PEEMs). The Stöhr 

group published a range of elegant studies (e.g. the study of the LaFeO3/SrTiO3 

 system). The LaFeO3 layer is an epitaxial thin fi lm and its antiferromagnetic (AF) 

domains are studied using XMLD at the iron L edge (Scholl et al., 2000). Nolting et al. 

(2000) extended this study by adding a 1.2 nm-thick Co layer on top of the LaFeO3/

SrTiO3 system. The PEEM images of thin ferromagnetic (F) Co fi lms grown on anti-

ferromagnetic LaFeO3 show a direct link between the arrangements of spins in each 

material. This implies that the alignment of the ferromagnetic spins is determined, 

domain-by-domain, by the spin directions in the underlying antiferromagnetic layer 

(Nolting et al., 2000). The AF magnetization angle does not have to be exactly 

 perpendicular to the surface. Actually, the XMLD signal allows for the determina-

tion of this angle by measuring the angular dependencies of the XAS intensities, as 

discussed previously for Equation 7.10. The detailed measurement for various 

in-plane and out-of-plane intensities has been applied to a LaFeO3 thin fi lm and it was 

found that the AF axis is tilted 20° out of the surface plane (Czekaj et al., 2006).

7.7.2 THIN MAGNETIC (MULTI)LAYERS, INTERFACE, AND SURFACE EFFECTS

Over the last 10 years, magnetic multilayer systems have been extensively studied 

because of the discovery of giant magnetoresistance (GMR) and of oscillatory inter-

layer exchange coupling. Oscillatory coupling between two ferromagnetic layers 

occurs in essentially all TM multilayer systems in another transition or noble metal, 

which forms the nonferromagnetic layer. GMR occurs if the two layers are coupled 

antiferromagnetically, which occurs in systems such as Fe/Cr and Co/Cu. In addi-

tion, Co/Pd and Co/Pt magnetic multilayers are potentially important systems to 

increase the bit size in magneto-optical recording (Stöhr and Nakajima, 1998).

XMCD experiments have been performed on a range of magnetic multilayers, 

where the sum rules have often been applied. Because of the limitations of the spin 

sum rule as discussed previously, the spin moments obtained for 3d systems might 

have some ambiguity. In the case of 4d-systems, the spin sum rule works much better 

and detailed results have been obtained for Pd/Fe multilayers (Cros et al., 1997). 

Table 7.10 indicates the values for 〈Lz 〉 and 〈Sz 〉 for an increasing thickness of the 

Pd layers. For thicker layers, 〈Lz 〉, 〈Sz 〉, and their ratio all decrease. Analysis has 

shown that the induced moment on the Pd layer includes the fi rst four Pd layers at the 

 interface. A large number of XMCD studies have been performed on magnetic 

 multilayers (Wende, 2004; Poulopoulos, 2005).

XMCD can be used to measure the element-selective hysteresis curves. During a 

hysteresis loop, it can be assumed that the peak intensity of the XMCD is proportional 

to the magnetic moment. As such, the normalized XMCD peak intensity can be 

tracked during the changes in the applied magnetic fi eld and a hysteresis loop can be 

created. In a multielement system, this can be done for the various magnetic elements 

present. Figure 7.26 shows the case of a Fe/Cu/Co trilayers system, for which different 

Fe and Co hysteresis curves were obtained. From these curves, the individual mag-

netic moments for the Fe and Co layers can be determined (Chen et al., 1995).

The group of Alain Fontaine (CNRS, Grenoble) have developed a nanosecond 

resolved XMCD measurement that allows for the study of the magnetization reversal 
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dynamics of thin fi lms with element selectivity. The response of the XMCD in pump-

probe mode of a Co5 nmCuX nm(Ni80Fe20)5 nm trilayer system excited with 30 ns pulses 

has been studied. They showed that for the 10 nm Cu interlayer, the cobalt magneti-

zation does not switch for pulses up to 28 mT. The Ni80Fe20 switches completely for 

fi elds around 10 mT and its speed of reversal increases with the pulse amplitude and 

TABLE 7.10
〈Lz〉 and 〈Sz〉 for Increasing Thickness 
of the Pd Layers

Pd AL 〈Lz 〉 〈Sz 〉 Ratio

2 0.04 0.17 0.25

4 0.02 0.15 0.13

8 0.02 0.12 0.16

14 0.01 0.07 0.09

Note: XMCD sum rule determined values for orbital 

and spin moments per Pd atom for the different 

multilayers. The fi rst column gives the number of 

Pd atomic layers (AL) where there are 8 Fe AL 

(Cros et al., 1997).

FIGURE 7.26 The Fe and Co XMCD intensity at the L3 edge maximum as a function of the 

applied magnetic fi eld. (Reprinted with permission from Chen, C.T., et al., Phys. Rev. B, 48, 

642, 1993. Copyright 1993 by the American Physical Society.)
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the two magnetic layers are clearly decoupled. In contrast, for the 6 nm Cu interlayer, 

the Co and Ni80Fe20 layers are strongly coupled and relax with the same switching 

times. The 8 nm Cu interlayer shows more complex intermediate behavior (Bonfi m 

et al., 2001).

7.7.3 IMPURITIES, ADSORBATES, AND METAL CHAINS

Novel growth techniques allow for the preparation of well-characterized systems 

that contain localized impurities, small clusters, islands, chains, and suchlike on 

 single crystal surfaces. The magnetic properties of these systems can be studied 

 easily with XMCD thanks to its element selectivity and high cross section.

Fe, Co, and Ni impurities on potassium and sodium fi lms have been studied with 

XAS and XMCD. The multiplet structure indicates that Fe, Co, and Ni have local-

ized atomic ground states with a predominantly 3d7, 3d8, and 3d9 character. This 

implies that the effective valence can be written as Fe1+, Co1+, and Ni1+, in line with 

Fe2+ having a 3d6 confi guration. The XMCD spectra in Figure 7.27 show that the 

impurity states possess large, atomic-like, magnetic orbital moments that are pro-

gressively quenched as clusters are formed (Gambardella et al., 2002). Co impurities 

can also be deposited on a Pt(111) surface. This creates a large magnetic anisotropy 

energy of 9 meV per atom arising from the combination of its orbital moment and 

the spin–orbit  coupling induced by the platinum substrate. Sum rule analysis of the 

FIGURE 7.27 L2,3 XAS spectra with parallel (solid line), antiparallel (dashed line) align-

ment and the resulting XMCD spectrum for the 0.015 monolayers Fe and Co and the 0.004 

monolayer Ni. (Reprinted with permission from Gambardella, P., et al., Phys. Rev. Lett., 88, 

2002. Copyright 2002 by the American Physical Society.)
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XMCD  spectra show that the orbital moment 〈Lz 〉 is −1.1 and 〈Sz 〉 is −0.9 where 〈Sz 〉 
is calculated to be −1.05 from the density functional theory (DFT) calculations. In 

the case of cobalt clusters with eight atoms, the value of 〈Lz 〉 has already decreased 

to below –0.4, close to its bulk value. The large orbital moment directly implies a 

large magnetic anisotropy energy (Gambardella et al., 2003).

One-dimensional linear magnetic chains are popular in theoretical modeling, 

and, recently, it has been possible to actually make and characterize them with 

XMCD. One-dimensional chains of Co were constructed on a Pt substrate. Depending 

on the temperature, these chains change from fl uctuating segments of ferromagneti-

cally coupled atoms into a ferromagnetic long-range ordered state. The Co chains are 

characterized by large localized orbital moments and correspondingly large  magnetic 

anisotropy energies compared to two-dimensional fi lms and bulk Co (Gambardella 

et al., 2002).

7.7.4 MAGNETIC NANOPARTICLES AND CATALYST MATERIALS

Magnetic nanoparticles (e.g. iron oxide nanoparticles), are components of biomedi-

cal materials, catalysts, and magnetic recording media. Below a critical diameter of 

typically ~20 nm, nanoparticles are single magnetic domains, and can exhibit a 

superparamagnetic behavior. Because these systems are small, their surface to bulk 

ratio is large and the effect of surface properties is large. This includes the presence 

of defects and adsorbates that also affect the spin-canting effects.

XMCD at the Fe L2,3 edges of γ-Fe2O3 (maghemite) nanoparticles allows to 

 separate the contributions of the magnetic moments of Fe3+ ions in tetrahedral and 

octahedral sites. It turns out that, under high magnetic fi elds, a reduction of the mag-

netic contribution of the octahedral Fe3+ ions occurs for 8 nm phosphate-coated par-

ticles by comparison with the uncoated ones. A similar reduction appears at lower 

magnetic fi elds for 2.7 nm particles. The results jointly show the existence of a pref-

erential spin canting of octahedral Fe3+ spins at the surface. A possible explanation 

is that surface spins experience weakened exchange interactions with their neigh-

bors, yielding an increased disorder of spins at low (<500 mT) magnetic fi elds for 

small particles (Brice-Profeta et al., 2005).

Heterogeneous catalysts contain low-loaded metal sites that form isolated sites, 

binuclear clusters and larger clusters, and nanoparticle oxide phases. Assuming a 

paramagnetic system of isolated moments, full magnetization can be obtained. In 

contrast, a binuclear (Fe3+) center will couple antiferromagnetically, thereby cancel-

ling its XMCD effect. Also, iron-oxide nanoparticles will be mainly antiferromag-

netic. This implies that the magnitude of the XMCD effect can be related to 

the amount of single iron sites. In addition to the determination of the valence and 

site-symmetry, this approach has been used to show the clustering of iron during 

calcination and steaming treatments of Fe/ZSM5 materials (Heijboer et al., 2005).

7.7.5 MOLECULAR MAGNETS 

Molecular magnets are systems where a permanent magnetization can be achieved 

(usually at low temperatures) within a single molecule. In most cases, this is achieved 
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by a combination of different TM and RE ions. Knowledge of the internal magnetic 

structure of molecular magnets is of great importance to understanding the magnetic 

properties. Crucial aspects are the high zero-fi eld splitting and magnetic anisotropy, 

that is, the combination of spin–orbit coupling, (low) crystal fi eld symmetries and 

exchange interactions. XMCD, in combination with multiplet analysis, is an ideal 

tool to determine the nature of these systems.

Molecular magnet systems that have been studied with XMCD include cyanide-

bridged Prussian Blue analogs that contain infi nite three-dimensional M1(CN)M2 

chains (e.g. Fe3+(CN)Fe2+ or Cr3+(CN)Ni2+). A single M1[(CN)M2]6 magnetic core can 

also be created (e.g. Cr3+Ni2+
6  or Cr3+Mn2+

6 ). Another important class of molecular 

magnets are the oxo-bridged complexes. This includes the Fe4O4 ferric star, Fe6O12 

ferric wheel and Mn12O12. These oxo-bridged systems bear a close resemblance to 

the similar metal cores in proteins such as Mn4O4 in photosystem II. The Mn ions in 

Mn12O12 are mixed-valent between Mn3+ and Mn4+. They are compared with Mn3+ 

and Mn4+ references. The analysis of the XMCD measurements (at different fi elds 

and temperatures) revealed that 5E Mn3+ ions had anisotropic magnetic properties, 

whereas the 4A2 Mn4+ were essentially isotropic (Moroni et al., 2003).

7.7.6 METAL CENTERS IN PROTEINS

Metal centers in proteins are paramagnetic and can be aligned in a strong magnetic 

fi eld at low temperature. The nature of the ground state of the metal centers in the 

proteins can be studied along with the coupling of the moments in multi-metal sites. 

Steve Cramer and his group have measured a large range of Ni, Fe, and Mn metal 

centers in proteins, which have recently been reviewed (Cramer et al., 1996; Funk 

et al., 2005).
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 8 Resonant X-Ray Emission 
Spectroscopy

8.1 INTRODUCTION

In the x-ray emission process, a core hole is fi rst created (say, in core level c) by inci-

dent x-ray or electron beam, and then a valence electron or a core electron in the core 

level higher than c makes a radiative transition to the core level c by emitting an 

x-ray photon. When the incident x-ray energy resonates with the excitation threshold 

of the core electron, this x-ray emission is called “resonant x-ray emission” (or reso-

nant x-ray Raman scattering), while if the incident energy is large enough to excite the 

core electron to a high energy continuum well above the excitation threshold, it is 

called “normal x-ray emission” (or ordinary x-ray emission, or x-ray fl uorescence).

Both resonant x-ray emission spectroscopy (RXES) and normal x-ray emission 

spectroscopy (NXES) are coherent second-order optical processes where the 

 excitation and de-excitation processes are coherently correlated by the Kramers–

Heisenberg formula. The information obtained from RXES and NXES is much 

greater than the fi rst-order optical processes of x-ray absorption spectroscopy (XAS) 

and x-ray photoemission spectroscopy (XPS), but the intensity of the signal of RXES 

and NXES is much weaker than XAS and XPS. The recent remarkable progress in 

the study of RXES and NXES owes much to the implementation of undulator radia-

tion from third generation synchrotron radiation sources, as well as highly effi cient 

detectors. Especially with RXES, selected information can be obtained connected 

directly with a specifi c intermediate state to which the incident x-ray energy is 

tuned (Gel’mukhanov and Ågren, 1994; Nordgren and Kurmaev, 2000; Kotani and 

Shin, 2001; Kotani, 2005).

In this chapter, we mainly concentrate on the theoretical and experimental study 

of RXES. It is one of the most important core-level spectroscopies, providing us with 

such information as both x-ray absorption and emission processes and their correla-

tion. Furthermore, RXES provides bulk-sensitive, element- specifi c, and site-selective 

information. The RXES technique can be applied equally to  metals and insulators and 

can be performed in applied electric or magnetic fi elds as well as under high pressure, 

since it is a photon-in and photon-out process.

RXES is divided into two categories depending on the electronic levels partici-

pating in the transition of x-ray emission. In the fi rst category, the transition occurs 

from the valence state to the core state, and no core hole is left in the fi nal state of 

RXES. Typical examples are the 3d to 2p radiative decay of transition metal (TM) 

elements following the 2p to 3d excitation by the incident x-ray (denoted as 2p3d(3d) 

RXES or just 2p3d RXES), because it is obvious that the 2p electron is excited to 

the 3d states at resonance. In this case, the difference between the incident and the 

emitted x-ray energies (denoted as Raman shift) corresponds to the energy of the 
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electronic  elementary excitations, such as the crystal fi eld level excitation, charge-

transfer  excitation, correlation gap excitation, and so on. In this case, RXES is also 

denoted as resonant inelastic x-ray scattering (RIXS), and the energy transfer corres-

ponds to the energy of elementary excitations of valence electrons. If the initial and 

fi nal  electronic states are the same in the RXES process, the incident and emitted 

x-ray energies are the same and this x-ray scattering process is no more resonant 

inelastic, but resonant “elastic” x-ray scattering.

Compared with the (nonresonant) inelastic x-ray scattering (IXS), RXES has a 

larger intensity and depends on each intermediate state, which is convenient to iden-

tify the character of electronic excitations. IXS is alternatively known as x-ray 

Raman scattering (XRS) or x-ray energy loss spectroscopy (XELS). Compared with 

optical absorption spectroscopy, the selection rule of detecting electronic excitations 

in RXES is different in that RXES and optical absorption give complementary infor-

mation on elementary excitations. In the hard x-ray region, it can be observed that 

the momentum transfer in RXES, which corresponds to the wave number of the 

excitation mode, provides us with important information on the spatial  dispersion of 

elementary excitations.

The second category of RXES is the case where the radiative decay occurs from a 

core state to another core state, so that a core hole is left in the fi nal state of RXES. A 

typical example is the 3p to 1s radiative decay following the 1s to 4p excitation in TM 

elements. In general, the lifetime of a shallow core hole is longer than that of a deeper 

one, and furthermore, the lifetime broadening of RXES is determined by the core hole 

in the fi nal state, instead of the intermediate state. Taking advantage of these facts, a 

weak signal of core electron excitations can be detected using RXES measurements, 

which cannot be detected by the conventional XAS measurements because of the 

large lifetime broadening of a deep core hole. Information on the spin-dependence of 

core electron excitation can also be obtained by RXES measurements.

The polarization-dependence in RXES gives important information on the 

 symmetry of electronic states. For linearly polarized incident x-rays, two different 

polarization geometries (polarized and depolarized geometry) are often used. In 

both geometries, as shown in Figure 8.1, the angle of the incident and emitted x-ray 

directions is fi xed at 90°, and the polarization of the emitted x-ray is not detected 

sample

z
y

x

k1

k2

90°

FIGURE 8.1 Polarized and depolarized geometries in RXES. (From Kotani, A., Eur. Phys. 
J. B, 47, 3, 2005. With permission.)
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(because detection of the emitted x-ray polarization is very diffi cult in the x-ray 

region). In the polarized geometry, the incident x-ray polarization is perpendicular 

(y direction) to the scattering plane, while in the depolarized geometry it is parallel 

(z direction) to the scattering plane. Since the incident x-ray polarization is parallel 

to the x-ray emission direction in the depolarized geometry, the polarization of the 

x-ray should necessarily be different before and after the scattering. In the polarized 

geometry, on the other hand, the polarization of the incident x-ray can be the same 

as that of the emitted x-ray. Sometimes a geometry that is different from the  polarized 

and depolarized geometries is also used. For instance, the angle between the incident 

and emitted x-rays is to some extent changed from 90°, and as such, the geometries 

where the incident polarization is perpendicular and parallel to the scattering plane 

are called the V (vertical) and T (transverse) geometries, respectively. Another 

important polarization-dependence in RXES is the magnetic circular dichroism 

(MCD) in ferromagnetic samples. The difference in RXES for circular polarized 

incident x-rays with + and − helicities gives important information on the magnetic 

polarization of electronic states in ferromagnetic materials (Kotani and Shin, 2001; 

Kotani, 2005).

Now, a few words about terminology. The terms of both RXES [or resonant soft 

x-ray emission spectroscopy (RSXES)] and RIXS are widely used in describing the 

resonant photon-in and photon-out processes. In this chapter, we mainly use the term 

RXES rather than RIXS. Strictly speaking, RXES includes more processes than 

RIXS; the RIXS spectroscopy is a part of RXES, which disperses linearly with the 

incident photon energy (i.e. the part with a constant Raman shift). The term RXES 

also includes resonant elastic x-ray scattering with zero energy loss and “fl uores-

cence” spectroscopy with a constant (or almost constant) x-ray emission energy. If 

the incident x-ray energy is increased far above the excitation threshold of a core 

electron, “fl uorescence” spectrum is changed into NXES (or “ordinary fl uorescence” 

spectrum) with a strictly constant x-ray emission energy. The spectral shape of 

NXES is quite independent of the incident photon energy. It is to be mentioned that 

the “fl uorescence” spectra near the threshold excitation is sometimes called “normal 

x-ray emission-like spectra.”

As mentioned previously, the term of RIXS is only appropriate when used for the 

fi rst category of RXES, where the Raman shift corresponds to the energy of an 

 elementary excitation in the valence electron states. For a second category of RXES, 

we can denote the RXES due to a 3p to 1s radiative decay following a 1s to 4p excita-

tion in TM elements by “Kβ RXES” or “K-M23 RXES” because the NXES of the 3p 

to 1s radiative decay is traditionally called “Kβ XES” or “K-M23 XES.” The term 

“Kβ RIXS” is also sometimes used but we consider that Kβ RXES is more approp-

riate. The terminology for RXES has not yet been fully established because it is a 

new fi eld that has only very recently been developed. It is, therefore, desirable to 

establish an appropriate and unambiguous terminology.

8.1.1 EXPERIMENTAL ASPECTS OF XES (RXES AND NXES)

NXES experiments need an x-ray analyzer to detect the emitted x-rays from the 

sample. A RXES experiment needs to be able to use a variable x-ray source for the 

excitation process. In practice, most RXES and NXES experiments are performed 
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with synchrotrons where, in principle, any beamline used for XAS can also be used 

for RXES. A special situation arises for RXES experiments with hard x-rays, where 

the lifetime broadening of the deep core hole can effectively be removed from the 

spectral shape. This implies that the traditional hard x-ray XAS beamlines that use 

Si(111) monochromator crystals have to be replaced with crystals with higher 

h2 + k2 + l2 surfaces such as Si(311) or Si(440).

8.1.1.1 Detectors for Soft X-Ray XES

In the case of soft x-rays, the monochromator is based on artifi cial gratings. Also, 

the soft x-ray detectors are (mainly) based on gratings. A typical soft x-ray XES 

detector is based on a number of fi xed gratings coupled to a two-dimensional detec-

tor. Only ~0.1% of the core holes decay via fl uorescence and this fl uorescence is 

emitted in all directions. In addition, the solid angle of soft x-ray gratings is rela-

tively small and taken together, this implies a relatively low signal, even at a bril-

liant third  generation soft x-ray beamline (Nordgren et al., 1989; Ghiringhelli et al., 

1998; Hague et al., 2005).

8.1.1.2 Detectors for Hard X-Ray XES

Hard x-ray XES uses crystal monochromators for excitation and also crystal mono-

chromators as x-ray analyzers. The most popular detector system presently in use is 

based on a spherically bent crystal in Rowland geometry that selects the fl uorescence 

energy from the sample and directs it onto a photon detector (Bergmann et al., 2001, 

2003). In order to enlarge the solid angle, two or more analyzer crystals can be used 

in parallel, each with its own photon detector or coupled into a combined photon 

detector. This detection scheme is standard for all XES spectra, including synchro-

tron excitation, x-ray tube excitation, electron excitation, and K capture where, in 

principle, all NXES, RXES, and XRS can use the same detector (Glatzel and 

Bergmann, 2005). 

8.1.1.3 X-Ray Raman Allows Soft X-Ray XAS under Extreme Conditions

An important experimental aspect is that XRS experiments measure a soft x-ray core 

excitation (e.g. an oxygen K edge), while using the inelastic scattering of hard x-rays 

(Wernet et al., 2005). This implies that it is possible to measure soft XAS edges of 

C, N, and O under any conditions essentially. This includes high-pressure measure-

ments using diamond anvil cells (Badro et al., 2004) and measurements of, for 

 example, liquids, supercritical materials, and encapsulated systems.

8.1.2 BASIC DESCRIPTION AND SOME THEORETICAL ASPECTS

Let us consider the XES process (either of RXES and NXES processes) where an 

x-ray photon with energy h- Ω (wavevector k1) and polarization λ 1 is incident on a 

material and then an x-ray photon with energy h- ω (wavevector k2) and polarization λ 2 

is emitted as a result of the electron–photon interaction in the material. We take 

into account the electron–photon interaction of the form [e2/(2mc2)] ∑n A(rn)
2 by the 
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lowest-order perturbation, and that of [e/(mc)] ∑n pnA(rn) by the second-order 

 perturbation where A(r) is the vector potential of the photon. Then the differential cross 

section of the photon scattering (with respect to the solid angle Ωk2
 and energy h- ω of 

the scattered photon) is expressed as (Kramers and Heisenberg, 1925; Heitler, 1944)
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Here ⎢g 〉, ⎢i 〉, and ⎢j 〉 are initial, intermediate, and fi nal states of the material system, 

respectively, Eg, Ei, and Ej are their energies, and e1 and e2 are polarization directions 

(unit vectors) of incident and emitted photons (for instance, e1 is an abbreviation of 

ek1λ1
). We defi ne p(k) and ρk by

 

p k p k r( ) exp( ),= - ◊Â n

n

ni

  

(8.3)

 

rk k r= - ◊Âexp( ).i
n

n

  

(8.4)

The three terms in the square bracket of W12 are shown in Figure 8.2. The fi rst 

term comes from the fi rst-order perturbation of the A2-type interaction, and this 

x-ray scattering is called Thomson scattering. If we only take into account the 

(8.2)

g j

Ω k1 k2

g ji

Ω k1

g ji

Ω k1

+ +

ω k2ω k2ω

FIGURE 8.2 Schematic representations of three scattering terms. (Reprinted with permis-

sion from Kotani, A., and Shin, S., Rev. Mod. Phys., 73, 203, 2001. Copyright 2001 by the 

American Physical Society.)
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Thomson scattering, the scattering cross section is rewritten as the standard 

expression:
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where S(k, ν) is the dynamical structure factor defi ned by
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Therefore, the Thomson scattering gives us direct information on the elementary 

excitation caused by the charge fl uctuation in materials. When the incident photon 

energy is close to or above the core electron excitation threshold as in the case of 

RXES and NXES, the contribution of the second term becomes dominant. Above 

the threshold, the denominator Ei − Eg − h- Ω vanishes so that the second-order 

 perturbation calculation breaks down. However, if we take into account that the 

 intermediate state has a fi nite lifetime τi (= h- /Γi ) because of the lifetime of a core 

hole, then the energy Ei is replaced by a complex number Ei − iΓi and the divergence 

is removed (Sakurai, 1967; Tulkki and Åberg, 1980). Taking into account these facts 

and removing unimportant factors in Equation 8.2, we can describe the most essen-

tial part of the spectrum of RXES (and NXES) in the form
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where the operators T1 and T2 represent the radiative transitions by incident and 

 emitted photons, respectively, and Γi represents the spectral broadening due to the 

core-hole lifetime in the intermediate state. The quantity Γi is a result of the Auger 

and radiative decays of the core hole, and in most cases, it can be taken approxi-

mately to be constant, independent of the index i. If we consider the optical dipole 

transition (long wavelength limit of the photon), Ti (i = 1, 2) is given by

 
Ti i= ◊p e( ) ,0

 (8.8)

taking the limit of ki → 0 in Equation 8.2. In the optical quadrupole transition, which 

is the next lowest-order term of Ti with respect to ki, Ti is given by

 
T ii i i= - ◊ ◊( ( ) )( ),p e k r0

 (8.9)

where we took the lowest-order term of the exponential factor in Equation 8.3. In the 

soft x-ray range, the optical quadrupole transition can be disregarded but, in the hard 

x-ray range, it sometimes plays an important role.

Equation 8.7 can be directly applied to RXES, but for NXES, some modifi cation 

of the expression is possible. In the case of NXES, h- Ω is well above the x-ray absorp-

tion threshold and the electron, which is excited from the core level to a high-energy 
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continuum, can be treated as independent of other electrons in the intermediate and 

fi nal states. Then we put
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into Equation 8.7 and obtain
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where t (≅ constant) is the dipole transition amplitude from a core state to the photo-

electron state, ac is the annihilation operator of the core electron, and ρ(ε) is the 

 density of states (DOS) of the photoelectron. Performing the integration over ε and 

putting ρ(ε) ≅ constant, we obtain

 

F t
j T i i a g

E E
c

j i iij

( , ) .W
G

w r
w

=
· Ò · Ò

- - +ÂÂ2 2

2

¢ ¢ ¢

¢ ¢ ¢¢¢

| | | |

i�
 

(8.13)

It is found that F(Ω, ω) of NXES does not depend on Ω. Actually ρ2 might 

depend on Ω but the spectral shape of NXES is independent of Ω. Also, it is to be 

stressed that NXES is still a coherent second-order optical process, where the process 

of core hole creation (i.e. the photoelectron excitation process) is correlated, in 

 general, with the x-ray emission process (Tanaka et al., 1989a, 1989b). If we assume 

that the system is well described by the one-electron approximation (for instance, 

with the band model), then the effect of the coherence plays no important role. In that 

case, Equation 8.13 reduces to
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where 〈 φc⎮t⎮φi 〉 is the one-electron transition matrix element of the x-ray emission. 

Therefore, if we assume that ⎮〈 φc⎮t⎮φi 〉⎮2 ≅ constant and Γi is infi nitesimally small, 

the NXES spectrum is proportional to the DOS of the occupied states i. Actually, 

the NXES spectrum gives the partial DOS, which is symmetry-selected by the 

dipole transition ⎮〈 φc⎮t⎮φi 〉⎮2 and broadened by the lifetime broadening Γi of the 

 intermediate state.

If the incident photon energy h- Ω is decreased to the x-ray absorption threshold, 

t is no longer a constant and the excited electron couples with other  electrons. Then 

F(Ω, ω) depends strongly on Ω and this is nothing but RXES (or RIXS). Thus, 

RXES and NXES are two different aspects of the XES spectrum F(Ω, ω), which are 

caused by the different character of intermediate states due to the different choice of Ω. 

In between RXES and NXES, it is sometimes possible to observe a “NXES-like” 
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spectrum where the spectral shape of F(Ω, ω) is almost  independent of Ω but slightly 

depends on it. 

We consider the fi rst category of RXES (i.e. RIXS). If the fi nal state ⎮j 〉 is 

the same as the initial state ⎮g 〉, then the spectrum of Equation 8.7 describes the 

 resonant elastic x-ray scattering. If ⎮j 〉 is not the same as ⎮i 〉, it gives the RIXS 

spectrum. As in the case of the Thomson scattering, RXES provides us with impor-

tant information on the charge excitations in material systems. Furthermore, RXES 

is much more useful than the Thomson scattering. Usually the Thomson scattering 

is too weak to obtain precise information about electronic excitations, but the inten-

sity of RXES is stronger because of the resonance effect. Thomson scattering 

depends on Ω and ω only through Ω – ω, but RXES depends on both of them inde-

pendently. Therefore, we can obtain more detailed information about the electronic 

excitations by tuning Ω to different intermediate states. Since the intermediate states 

are different for different atomic species, the information given by RXES depends 

on the atomic species. Since the Raman shift, h- − Ω – h- − ω, in RXES corresponds to 

the energy of electronic elementary excitations, so RXES gives the information on 

the elementary excitations projected on atomic species, atomic sites, and the inter-

mediate electronic states.

Before closing this subsection, let us briefl y mention two pioneering works. 

Sparks (1974) observed RXES experimentally as a resonant scattering of Cu Kα 

XES on various target metals (Ni, Cu, Zn, and so on). In the intermediate state of the 

experiment, a 1s electron was excited virtually above the Fermi level εF, and in 

the fi nal state a 2p electron made a radiative transition to the 1s state. Therefore, the 

emitted photon was observed at h- ω ≅ h- Ω − (εF − εL), where εF − εL corresponds to 

the binding energy of the 2p electron. It was found that the intensity of this RXES 

was consistent with the resonant enhancement factor produced for each material.

Eisenberger et al. (1976a,b) were fi rst to experiment with RXES utilizing 

 synchrotron radiation. Their experiment was performed for Cu Kα RXES of Cu 

metal and the schematic representation of the energy level scheme is given in Figure 

8.3. They changed the incident photon energy h- Ω continuously around εF − εK and 

observed the emitted photon in the neighborhood of h- ω ≅ εL − εK, where εK and εL are 

the Cu 1s and 2p core levels (more exactly, 2p3/2 in their experiments). The experi-

mental result was consistent with what is expected from the second-order optical 

 formula F(Ω, ω) given by Equation 8.7. If we disregard electron–electron interac-

tions, F(Ω, ω) is written, apart from unimportant factors, as
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where

 
D WER F K= - -� ( ),e e  (8.16)

DE L K0 = - -�w e e( ).  (8.17)
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Here ΓK and ρ are, respectively, the lifetime broadening of the 1s core level and 

the DOS of the conduction band. In the above expression of F(Ω, ω), the effect of the 

lifetime broadening of the 2p core level (ΓL ) is disregarded for simplicity, but if it is 

taken into account, the discontinuity at ΔE0 = ΔER is blurred out by the width ΓL. In 

any case, the above calculation shows that for ΔER < 0, the peak of F(Ω, ω) occurs at 

ΔE0 = ΔER, but for ΔER > 0, it occurs at ΔE0 = 0. Furthermore, the half width at the 

half maximum of the peak should be minimized for ΔER = 0. The experimental data 

by Eizenberger et al. were well explained by these facts.

8.2 RARE EARTH COMPOUNDS

8.2.1 EFFECT OF INTRA-ATOMIC MULTIPLET COUPLING

In rare earth (RE) systems, the crystal fi eld energy (typically of the order of 10 meV) 

for 4f states is smaller than the spin–orbit interaction energy (order of 100 meV) of 

4f states. In contrast, the crystal fi eld energy (order of 1 eV) is larger than the spin–

orbit interaction energy (order of 10 meV) for 3d states of TM atoms. Therefore, for 

most theoretical analyses of experimental RXES spectra in RE systems, the effect of 

the crystal fi eld can be disregarded (for the effect of the crystal fi eld, see the Dy 4d4f 

RXES shown in Figure 8.9). Furthermore, in many RE compounds, except for some 

Ce, Pr, Tb, and Yb compounds, the 4f states are well localized so that the effect of 

k
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Ω

ω

ε

ε

Lε

ε

FIGURE 8.3 Schematic representation of RXES in Cu metal. (Reprinted with permission 

from Kotani, A., and Shin, S., Rev. Mod. Phys., 73, 203, 2001. Copyright 2001 by the American 

Physical Society.)
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hybridization between 4f and ligand states can be disregarded. Then, the single 

impurity Anderson model (SIAM) of RE compounds reduces to the free atom model, 

and RXES spectra refl ect the atomic multiplet (AM) structures (f-f excitations) 

caused by the multipole components of Coulomb interaction and the spin–orbit 

interaction. However, charge-transfer excitations do not occur.

Here, we consider the case where the system is well described by the atomic 

Hamiltonian and the solid-state effect can be disregarded. One of the simplest 

 examples is the Ce 3d XAS and 3d4f RXES of CeF3. Experimental and calculated 

results (Butorin et al., 1996b; Nakazawa et al., 1996) are shown in Figure 8.4 where 

the Ce 3d XAS is shown on the top and the RXES spectra with the incident energies 

A, B, and C are shown in the lower panel. The Ce ion in CeF3 is well described by an 

isolated Ce3+ free ion and the RXES process is described by the transitions 3d104f1 →
3d94f2 → 3d104f1. The 3d XAS shows the multiplet structure (for instance, structures 

A, B, and C), which is characteristic of the atomic 3d94f2 confi guration for each of 

the 3d3/2 and 3d5/2 core levels. On the other hand, the RXES spectra always shows a 

single peak. This peak corresponds to an elastic x-ray scattering with missing IXS. 

This is because the fi nal state 2F in the 4f1 confi guration is the same as the initial 

state (note that there is no multiplet splitting for the single electron 4f1 confi guration). 

More exactly, the initial state is the 2F5/2 ground state, while the fi nal state includes a 

2F7/2 excited state in addition to the ground state. However, the energy difference 

between 2F5/2 and 2F7/2 states is about 0.3 eV (4f spin–orbit splitting), which is too 

FIGURE 8.4 Experimental and calculated results of Ce 3d XAS and 3d4f RXES for CeF3. 

The results A, B, and C of RXES spectra are obtained by tuning the incident photon energy 

to A, B, and C of the XAS. (From Nakazawa, M., Tanaka, S., Uozumi, T., and Kotani, A., 

J. Phys. Soc. Jpn., 65, 2303, 1996. With permission.)
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small (much smaller than the experimental resolution) to be resolved as an IXS 

 spectrum in this experimental observation.

As another example of the AM effect in RXES, we again consider the Tm 3d 

XAS and 3d4f RXES of Tm metal where Tm is well approximated by a free Tm3+ ion. 

In Figure 8.5, the calculated results of Tm 3d XAS and 3d 4f RXES are shown and in 

Figure 8.6, the energy level diagram of the system is shown (Nakazawa et al., 1998). 

The ground state of Tm3+ (with 4f12 confi guration) is the 3H6 state. The Tm 3d XAS 

shows four peaks (A, B, C, and D) that correspond to the multiplet terms of the 3d94f13 

confi guration. Peak A corresponds to a pure 3H6 term. Peak B corresponds mainly to 

a 3G5 term. However, peaks C and D correspond to strongly mixed states between 3H5 

and 1H5 terms due to the spin–orbit interaction of the 3d core state. The RXES spectra 

with the incident photon energy tuned to A, B, C, and D are shown in Figure 8.5. It is 

found that for A and B, the spectra are mostly given by an elastic x-ray scattering peak 

where the fi nal state is the same multiplet term 3H6 as the ground state, while for C 

and D, we have a strong IXS peak corresponding to a spin fl ip excited state 1I6, in 

addition to the elastic scattering peak. This is because the XAS fi nal states C and D 

are mixed states between 1H5 and 3H5 and then the 1H5 component decays to the 1I6 

fi nal state while the 3H5 component decays to the 3H6 fi nal state.

There has been no direct experimental observation of these RXES spectra for 

Tm3+, but the fl uorescence yield (FY) spectrum of the Tm 3d4f RXES has been mea-

sured as shown in Figure 8.7 (Pompa et al., 1997). The FY spectrum is the intensity 
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FIGURE 8.5 Calculated results of 3d XAS and 3d4f RXES for Tm3+ ion. The results A, B, 

C, and D of RXES spectra are obtained by tuning the incident photon energy to A, B, C, and 

D of the XAS. (From Nakazawa, M., Ogasawara, H., Kotani, A., and Lagarde, P., J. Phys. Soc. 
Jpn., 67, 323, 1998. With permission.)
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of RXES (both elastic and inelastic components) integrated over the emitted x-ray 

energy and then measured as a function of the incident x-ray energy. The observed 

FY spectrum is similar to the XAS spectrum but there is a clear difference between 

them: the Tm 3d5/2 XAS spectrum exhibits a three-peak structure and the lowest 

energy peak is almost missing in the FY spectrum. This result strongly supports 

the RXES process shown in Figure 8.7. The calculated FY, which is obtained by 

D
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1I6
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1I6
3H6

1H5
3H5

3G5
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FIGURE 8.6 Schematic energy-level diagram of 3d4f RXES for Tm3+ ion. (From Nakazawa, 

M., Ogasawara, H., Kotani, A., and Lagarde, P., J. Phys. Soc. Jpn., 67, 323, 1998. With 

permission.)

FIGURE 8.7 Experimental and calculated results of Tm 3d5/2 XAS and the corresponding 

total fl uorescence yield (FY) of Tm metal. (From Nakazawa, M., Ogasawara, H., Kotani, A., 

and Lagarde, P., J. Phys. Soc. Jpn., 67, 323, 1998. With permission.)
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integrating the calculated RXES spectra over the emitted x-ray energy, is in good 

agreement with the experimental result as shown in Figure 8.7 (Pompa et al., 1997; 

Nakazawa et al., 1998). From this calculation, it becomes clear why the lowest peak 

A of XAS is missing in FY. If we only take into account the elastic x-ray scattering, 

we then have almost a single peak B in FY. This is because the intensity ratio of the 

three FY peaks for the elastic x-ray scattering is roughly given by the square of that 

of the three XAS peaks. Then the contribution from the IXS to FY gives a peak at 

the position C, but no peak at A because of almost vanishing IXS. In other words, 

the difference between FY and XAS originates from a radiative decay rate that is not 

constant but which is dependent on each intermediate state, as discussed by de Groot 

et al. (1994b) for different systems.

Before closing this subsection, an example of where the AM structure was 

observed in RXES with a considerably high resolution, is shown. Figure 8.8a shows 

the experimental results of Dy 4d XAS and Dy 4d4f RXES of DyF3 (Butorin et al., 

2000), and the calculated RXES spectra for the Dy3+ free atom (Nakazawa, 1998) 

are shown in Figure 8.8b. In order to precisely analyze the 4d XAS and 4d4f RXES 

of RE systems, it is necessary to take into account the Fano effect (the details of the 

calculation are omitted). In each RXES spectrum from a to m, the sharp peak at the 

FIGURE 8.8 (a) Experimental results of Dy 4d XAS and 4d4f RXES for DyF3; (b) Calculated 

results of Dy 4d4f RXES for Dy3+ ion. (Reprinted with permission from Kotani, A., and 

Shin, S., Rev. Mod. Phys., 73, 203, 2001. Copyright 2001 by the American Physical Society.)
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highest emitted x-ray energy corresponds to the elastic x-ray scattering, while the 

structures on the lower energy side are IXS spectra, which are caused by the AM 

excitations. The calculated result is in good agreement with the experimental data.

Figure 8.9 shows a small region from the Dy 4d4f RXES spectrum, calculated 

with an atomic model (thick solid line) and a ligand fi eld multiplet (LFM) model 

(thin solid and dash-dotted lines) for the incident energy 1 of Figure 8.8. It is impor-

tant to note that without crystal fi eld splitting, the small peak between 1.2 and 1.8 eV 

would not be present. Adding a cubic crystal fi eld of 35 meV simulates the mixing of 

the J = 13/2 and J = 11/2 ground states, which induces the presence of these small 

peaks between 1.2 and 1.8 eV. In the experimental data of Figure 8.8a, very weak 

RXES features are seen in this energy region (if the intensity scale is much extended). 

This simulation shows that the 4f4f excitations in 4d4f RXES can be used to deter-

mine the amount of J-mixing in the ground state. Assuming J-mixing is induced by 

the crystal fi eld effects only, the  crystal fi eld strengths on the 4f electrons can be 

determined (Butorin, 2000).

8.2.2 EFFECT OF INTERATOMIC HYBRIDIZATION IN CeO2 AND PrO2

CeO2 is a nominally f0 system, but actually the 4f0 and 4f1L confi gurations are 

strongly mixed by the covalency hybridization in the ground state, forming the bond-

ing, nonbonding, and antibonding states (see Chapters 3 and 5). In the intermediate 

state of the Ce 3d4f RXES of CeO2, the 3d54f1 and 3d54f2L confi gurations are also 

strongly mixed. The schematic transition scheme of the Ce 3d4f RXES of CeO2 is 

shown in Figure 8.10.

The results of Ce 3d XAS and 3d4f RXES are shown in Figure 8.11 (Butorin 

et al., 1996b; Nakazawa et al., 1996). The polarization geometry was taken as the 

polarized one, and the calculations were done with the SIAM. The main peak B and 

the satellite A of 3d XAS correspond to the transitions to bonding and antibonding 

of the intermediate state (fi nal states of XAS), respectively, while the transition to the 

FIGURE 8.9 The energy-loss region between 1.0–2.2 eV of the Dy 4d4f RXES spectrum, 

calculated using a pure atomic approach (solid) and crystal fi eld multiplet theory in Oh sym-

metry (dashed and thin solid). (From Butorin, S.M., J. Electron Spectrosc. Relat. Phenom., 

110, 213, 2000. With permission from Elsevier Ltd.)
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nonbonding state is almost forbidden. When Ω is fi xed at the main peak position, 

which corresponds to selecting the bonding intermediate state, we have a strong 

transition to the bonding state, a somewhat weaker transition to the nonbonding state 

and a weak transition to the antibonding state in the fi nal state. On the other hand, 

FIGURE 8.10 Schematic energy-level diagram of the Ce 3d4f RXES of CeO2. (Reprinted 

with permission from Kotani, A., and Shin, S., Rev. Mod. Phys., 73, 203, 2001. Copyright 

2001 by the American Chemical Society.)

3d94f1
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4f 1L
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FIGURE 8.11 Experimental and calculated results of Ce 3d XAS and 3d4f RXES for CeO2. 

The results A and B of RXES spectra are obtained by tuning the incident photon energy to 

A and B of the XAS. (Reprinted with permission from Nakazawa, M., Tanaka, S., Uozumi, 

T., and Kotani, A., J. Phys. Soc. Jpn., 65, 2303, 1996. Copyright 1996 by the American 

Chemical Society.)
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when Ω is fi xed at the satellite peak position, which corresponds to the antibonding 

intermediate state, we have a strong transition to the antibonding state and a weak 

transition to the bonding state. This is the reason why the spectrum in CeO2 has the 

two-peak structure. The difference in the relative intensity of the two peaks for dif-

ferent Ω originates from the different character of the intermediate states.

It can be clearly seen from the XAS and the RXES (curve A) that the energy dif-

ference of the two peaks in XAS is smaller than that of RXES. Therefore, the energy 

difference between the antibonding and bonding states with the core hole is smaller 

than that without the core hole. It is to be noted that these energy differences are 

mainly determined by the covalency hybridization. Therefore, the covalency hybrid-

ization strength V is smaller with the core hole than without the core hole. This is 

because the 4f wavefunction is contracted by the attractive potential of the core hole. 

The reduction factor Rc is defi ned by

V (with core hole) = Rc × V (without core hole).

The value of Rc, as well as the other parameters of the SIAM, can be estimated by the 

analysis of the RXES and XAS (Nakazawa et al., 1996). The estimated values are: 

Rc = 0.6, V (without core hole) = 1.0 eV, Δ = 2.0 eV, Uff  = 9.0 eV, and Uf c = 12.6 eV.

There have been much experimental data for XAS and XPS associated with var-

ious core levels in CeO2, and most of them were successfully reproduced by charge 

transfer multiplet (CTM) calculations using the SIAM with Rc = 1.0 (the other param-

eters are V = 0.76 eV, Δ = 1.6 eV, Uff = 10.5 eV, and Ufc = 12.5 eV). Only the exception 

is the analysis of valence XPS (VXPS) and Bremsstrahlung isochromat spectra 

(BIS). According to the experimental results of valence band XPS and BIS for CeO2, 

the energy difference between the lowest affi nity state and the fi rst ionization state is 

about 4.5 eV, which corresponds to the insulating energy gap of CeO2. A previous 

calculation of VXPS and BIS with Rc = 1.0 gave an insulating gap (about 2.0 eV) 

much smaller than the experimental value. Then, Nakazawa et al. (1996) calculated 

VXPS and BIS with their new parameters with Rc = 0.6 and found that the experi-

mental value of the insulating energy gap was well reproduced by their calculation. 

It was also found that the other experimental data, Ce 3d XPS, 4d XAS, and 4d XPS 

for CeO2, were well reproduced by the new parameter values. In this way, the RXES 

gives us important information on the hybridization strength in both the ground state 

confi guration and the core electron excited state.

The polarization dependence in RXES of CeO2 is similar to that of TiO2 (described 

in detail in Section 8.6.2) and was confi rmed both theoretically and experimentally. 

Nakazawa et al. (2000) showed theoretically the dramatic polarization dependence in 

CeO2, where only the nonbonding fi nal state is allowed for the depolarized geometry. 

Conversely, the bonding, nonbonding, and antibonding fi nal states are allowed for the 

polarized geometry. This was confi rmed experimentally by Watanabe et al. (2002).

For PrO2, Butorin et al. (1997a) measured a similar RXES spectra and analyzed 

the result with the SIAM. The experimental and theoretical results are shown in Figure 

8.12. The ground states of PrO2 is a bonding state between the 4f1
 and 4f2L confi gura-

tions, and the fi nal states of 3d XAS consist of bonding and antibonding states between 

the 3d9 4f2 and 3d9 4f3L confi gurations. The main peak in regions A, B, and C (and also 
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E, F, and G) is the bonding state with some multiplet structure and the satellite D (and 

H) corresponds to the antibonding state. The RXES A–H are obtained by tuning the 

incident photon energy to the XAS positions A–H and the calculated results are in fair 

agreement with the experimental ones. The used parameter values are V = 0.8, 

Δ = 0.5 and Ufc – Uff  = 5.0 (in units of eV), and the reduction factor Rc = 0.7 is essential 

in reproducing the experimental results. It should be stressed that the interplay between 

the interatomic hybridization and the intra-AM coupling plays an essential role in the 

RXES of PrO2, while the latter is less important in CeO2.

8.2.3 METALLIC Ce COMPOUNDS WITH MIXED-VALENCE CHARACTER

The mixed-valence and heavy fermion properties of metallic Ce compounds have 

attracted much attention for their unusual and interesting many-body effects. The 

hybridization between Ce 4f and conduction band states causes, at a fi nite tempera-

ture, a crossover between the localized Ce 4f magnetic state and the singlet bound 

state of coupled 4f and conduction electrons. For this phenomenon, the effect of 

electron-hole pair excitations across the Fermi level due to the higher-order terms of 

the hybridization plays an important role. When the hybridization strength is large 

and, therefore, the crossover temperature is high, the singlet bound state is called a 

mixed-valence state (or fl uctuating valence state). When the hybridization strength is 

FIGURE 8.12 (a) Experimental data of the Pr 3d XAS and 3d4f RXES spectra of PrO2. 

In the RXES results A−H, the incident photon energy is tuned at the XAS energy positions A 

to H, respectively; (b) Calculated results of the Pr 3d XAS and 3d4f RXES spectra of PrO2. 

(From Butorin, S.M., et al., J. Phys. Cond. Matt., 9, 8155, 1997a. Reprinted with permission 

from IOP Publishing Ltd.)
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small (low crossover temperature), it is called the Kondo resonance state. The Kondo 

 resonance state on each Ce site becomes coherent at a temperature lower than the 

crossover temperature and the system is denoted by a heavy fermion system.

It is interesting to measure the RXES spectra of these Ce compounds. As an 

example, the Ce 3d XAS and Ce 3d4f RXES spectra measured for the heavy fermion 

compound CeB6 are shown in Figure 8.13 (Magnuson et al., 2001). The experiment 

was made at room temperature with the depolarized geometry. The XAS spectrum 

is essentially the same as that of the typical Ce3+ system like CeF3, but the RXES 

spectra are not a single peak as in CeF3. 

Theoretical calculation of the RXES with the SIAM in metallic mixed-valence 

(or Kondo resonance) Ce compounds is essentially the same as that in insulating 

mixed-valence Ce compounds like CeO2 where the completely-fi lled valence band 

(O 2p band for CeO2) is replaced by the metallic conduction band below the Fermi 

energy (see Chapters 3 and 5 where this is explained for the calculation of XPS but 

where the situation is the same for the calculation of RXES). The effect of  electron-

hole pair excitations across the Fermi level, which is characteristic of metallic 

 systems, gives only higher-order corrections with respect to the 1/Nf expansion, 

FIGURE 8.13 (Left) Experimental results of the Ce 3d XAS (upper panel) and Ce 3d4f 

RXES (lower panel) spectra of CeB6. The measurements were made at room temperature 

with the depolarized geometry; (right) calculated results of the Ce 3d XAS (upper panel) and 

Ce 3d4f RXES (lower panel) spectra of CeB6. The solid and dashed curves of the RXES 

spectra were obtained with the depolarized and polarized geometries, respectively. (Reprinted 

with  permission from Magnuson, M., et al., Phys. Rev. B, 63, 75101, 2001. Copyright 2001 by 

the American Physical Society.)
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where Nf  (= 14) is the spin and orbital degeneracy of the 4f state. Quantitatively, 

however, the parameter values are different for insulating and metallic Ce compounds. 

Most important is that the 4f level is above the O 2p band in CeO2, but it is below the 

Fermi level in metallic mixed-valence Ce compounds. Therefore, the charge transfer 

excitations originating from the 4f2 confi guration play an important role in the RXES 

of metallic Ce compounds as relatively low-energy excitations, whereas the energy of 

the 4f2L2 confi guration in CeO2 is too high to be important in the RXES spectra.

The calculated spectra of the Ce 3d XAS and 3d4f RXES of CeB6 are shown in 

Figure 8.13 where the solid and dashed curves are obtained in the depolarized and 

polarized geometries (Magnuson et al., 2001). The calculation was made with the 

SIAM and disregarded the effect of coherent heavy fermion state (the energy scale 

of which is too small to be detected in the present RXES experiment). However, 

some features of the Kondo resonance are taken into account. From this analysis, the 

observed 4 eV and 6 eV RXES structures are interpreted as originating from the 

charge transfer excitation to the 4f 2 fi nal state. Theoretical calculation predicts an 

additional 2.5 eV RXES structure (4f0 fi nal state) that cannot be observed in the 

depolarized geometry but is expected to be observed in the polarized geometry 

(as an indication of the Kondo singlet ground state).

Another interesting experiment for detecting a 4f2 signal was done by Rueff et al. 

(2004) for the Ce Lα1 RXES (2p3/23d RXES) of Ce-Th and Ce-Sc alloys. The Ce-Th 

and Ce-Sc alloys are known to show the so-called α − γ transition, across which the 

hybridization strength between Ce 4f and conduction electron states changes due to the 

change of the lattice spacing with the crystal structure unchanged. On the lower tem-

perature side of the α−γ transition, the Ce is in the mixed valence state (similar to 

the α Ce), while on the higher temperature side, it is nearly in the Ce3+ state (similar to 

the γ Ce). In the Ce Lα1 RXES process, the Ce 2p3/2 core electron is excited to the 5d 

band, and then a Ce 3d core electron makes a radiative transition to the 2p3/2 state.

In Figure 8.14, the experimental results for Ce L3 XAS (at 60 and 300 K, which 

are below and above the transition temperature) and the Lα1 RXES spectra 

(at 60 K) of Ce0.9Th0.1 are shown. In XAS spectra, the main peak and a higher energy 

feature correspond to the 4f1 and 4f0 confi gurations, but no signal from the 4f2 con-

fi guration is seen although it is expected to be located at the pre-edge region. As seen 

from Figure 8.14, however, when the incident energy is taken in the pre-edge region, 

the RXES spectrum exhibits two structures (indicated as f2 and f1) corresponding to 

the core electron excitation to the 4f2 and 4f1 confi gurations. Namely, the excitation 

to the 4f2 confi guration is invisible in XAS because of the large spectral broadening, 

but it can be detected by measuring the RXES. Then, Rueff et al. (2004) fi xed the 

incident energy at a position to make the 4f2 intensity of RXES spectrum maximum, 

and measured the intensity ratio f1/f2 of the RXES spectra by changing the tempera-

ture across the α − γ transition. The results of the measured intensity ratio 

f1/f2 for three different alloy systems are shown as a function of temperature on the 

left-hand side of Figure 8.15. It is seen that the f1/f2 ratio exhibits a sharp change with 

a hysteresis at the α − γ transition temperature. Furthermore, the behavior of the f1/f2 

ratio is found to closely resemble the magnetization loop, where the temperature-

dependence of the magnetization at the magnetic fi eld H = 2 T is also shown on the 

right-hand side of Figure 8.15, for comparison. Rueff et al. (2004) claimed that these 
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measurements confi rmed recent dynamical mean-fi eld calculations that predicted 

signifi cant 4f2 occupancy in the ground state. This fi nding is very interesting but we 

should be careful because the f1/f2 intensity ratio observed experimentally is not the 

quantity in the ground state; rather, it is that in the intermediate state of RXES (the 

fi nal state of XAS). It is not very clear at present what the relationship of the f1/f2 

intensity ratios is in the ground and core excited states.

8.2.4 KONDO RESONANCE IN Yb COMPOUNDS

In addition to metallic Ce compounds, metallic Yb compounds often behave as mixed 

valence materials or heavy fermion systems. Here, the Yb 4f13 (Yb3+) and 4f14 (Yb2+) 

confi gurations are mixed in the ground states, instead of the Ce 4f0 (Ce4+) and 4f1 

(Ce3+) confi gurations in Ce compounds. Dallera et al. (2002) observed the valence 

change of YbInCu4 and YbAgCu4 as a function of temperature by measuring the exci-

tation spectra of the Yb Lα RXES [they called this “XAS in the partial fl uorescence 

yield (PFY) mode”]. The valence change in Yb compounds has been measured by 

FIGURE 8.14 Experimental results of Ce Lα1 RXES of Ce0.9Th0.1 measured at 60 K where 

the incident and emitted photon energies are written as E1 and E2, respectively. In the inset, 

the Ce L3 XAS spectra measured at 60 and 300 K are shown. (Reprinted with permission 

from Rueff, J.P., et al., Phys. Rev. Lett., 93, 067402/1, 2004. Copyright 2004 by the American 

Physical Society.)
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photoemission spectroscopy (PES) but, since PES spectra are surface-sensitive, the 

interpretation of the results have proved to be controversial. The experiments by 

Dallera et al. (2002) detected the unambiguous bulk behavior of the Yb valence change 

and solved the problem. It is shown that the valence change in YbAgCu4 occurs conti-

nuously in a consistent manner with the prediction of the SIAM (Kondo temperature 

of 70 K), while that in YbInCu4 occurs suddenly at a phase transition temperature.
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FIGURE 8.15 Experimental results of the temperature-dependence of f1/f2 intensity ratio 

measured by the Ce Lα1 RXES for (a) Ce0.80Th0.20, (b) Ce0.90Th0.19, and (c) Ce0.93Sc0.07 (left 

panels), compared with the temperature-dependence of the magnetization at H = 2 T (right 

panels). (Reprinted with permission from Rueff, J.P., et al., Phys. Rev. Lett., 93, 067402/1, 

2004. Copyright 2004 by the American Physical Society.)
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Figure 8.16 is an example of the Yb Lα RXES of YbAgCu4 taken at 15 K 

with the incident energy changed from 8939–8948 eV at 1 eV intervals in the 

pre-edge region. Although the signal of the excitation to the 4f14 confi guration 

(Yb2+ component) is almost invisible in the conventional XAS spectrum (not shown 

here), the signal of both Yb2+ and Yb3+ components is clearly seen in the Yb Lα 

RXES. Therefore, the excitation spectrum (ES) of the Yb Lα RXES taken at the 

emitted photon energy 7415 eV exhibits a peak corresponding to the Yb2+ component 

in the pre-edge region (shown with the solid line in the inset of Figure 8.16). Then 

Dallera et al. (2002) measured the change of the relative intensity of this Yb2+ peak 

by changing the temperature, and confi rmed that the change of the intensity is con-

tinuous around the crossover temperature (Kondo temperature) at 70 K.

For YbInCu4, on the other hand, the relative intensity of the Yb2+ component in 

the Yb Lα RXES is very much different above and below the valence transition 

 temperature 42 K, as shown in Figure 8.17. The fractional intensity of the Yb2+ com-

ponent is a direct measure of the average hole number in the 4f shell 〈nh 〉; if the Yb2+ 

fractional intensity changes from 0 to 1, the quantity 1 − 〈nh 〉 also changes from 

0 to 1. From the experimental results of the Yb2+ intensity, the temperature depen-

dence of 1 − 〈nh 〉 is shown in the inset of Figure 8.16, where the Yb2+ intensity is 

obtained by the bandwidth of the analyzer shown with the dash-dotted lines and the 

value of 〈nh 〉 is assumed to be 0.83 at 15 K as estimated by XAS. 

Dallera et al. (2003) also measured the valence change of the mixed valence 

compound YbAl2 under external pressure. They found that the Yb valence number 

increased from 2.25 at ambient pressure to 2.9 at 385 kbar. These measurements 

FIGURE 8.16 Experimental results of Yb Lα RXES spectra of YbAgCu4 at 15 K with the 

change of the incident photon energy at 1 eV intervals along the pre-edge of Yb L3 XAS. The 

inset is the intensity of the Yb2+ peak in the RXES spectrum as a function of the incident 

energy. (Reprinted with permission from Dallera, C., et al., Phys. Rev. Lett., 88, 196403, 

2002. Copyright 2002 by the American Physical Society.)
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demonstrated clearly that RXES is the new powerful tool to probe the bulk elec-

tronic confi guration in strongly correlated systems. In those experiments by Dallera 

et al. for Yb compounds, as well as those by Rueff et al. for Ce compounds men-

tioned in the preceding subsection, the signals (4f14 for Yb compounds and 4f2 for Ce 

compounds), which are invisible in the conventional L3 XAS spectra, can be detected 

by measuring Lα RXES spectra. This novel and powerful technique was fi rst intro-

duced by Hämäläinen et al. (1991).

8.2.5 Dy 2p3d RXES DETECTION OF THE 2p4f EQ EXCITATION 

In general, in the conventional L3 XAS of RE systems, the spectrum is broadened by 

the short lifetime of the 2p core hole. This means that fi ne structures, such as the 

2p4f EQ transition structure, are often smeared out. A pioneering experiment to 

detect the electric quadrupole (EQ) excitation was done by Hämäläinen et al. (1991), 

who measured the so-called excitation spectrum (ES) of 2p3d (Lα) RXES for Dy 

compounds with very high-spectral resolution. They fi rst measured the NXES 

 spectrum where a Dy 2p3/2 core electron was excited to the high-energy continuum 

FIGURE 8.17 Experimental results of Yb Lα RXES spectra of YbInCu4 at 50 K (solid) and 

15 K (dashed) excited at the maximum of the Yb2+ resonance. The temperature-dependence 

of the Yb2+ intensity is shown in the inset (solid), by monitoring the divalent RXES signal (the 

dash-dotted lines indicate the bandwidth of the analyzer). (Reprinted with permission from 

Dallera, C., et al., Phys. Rev. Lett., 88, 196403, 2002. Copyright 2002 by the American 

Physical Society.)

9071_C008.indd   3579071_C008.indd   357 1/16/2008   9:40:37 AM1/16/2008   9:40:37 AM



358 Core Level Spectroscopy of Solids

and a Dy 3d5/2 electron made a radiative transition to the 2p3/2 level, and fi xed the 

emitted photon energy at the maximum position of the NXES spectrum with a high 

analyzer resolution (as high as 0.3 eV). Then they measured the change of this 

 emitted photon intensity as a function of the incident photon energy near the Dy L3 

threshold. Therefore, what they measured was the ES of the Dy 2p3d RXES with 

high-energy resolution. The observed ES is shown in Figure 8.18a together with the 

conventional Dy L3 XAS measured by the transmission method. It is seen that 

the spectral width of ES is smaller than XAS, and some weak structures are observed 

in the pre-edge region, which are invisible in the conventional XAS. The observed 

pre-edge structure of ES is shown in Figure 8.18b with the extended scale, and this 

pre-edge structure is interpreted to originate from the EQ transition.

Theoretical analysis of these experimental data was made by Tanaka et al. 

(1994) with the Dy3+ atomic model combined with the Dy 5d band approximated by 

a semi-elliptical DOS (see also Kotani, 1993). The ES is calculated, as a direct 

application of Equation 8.7, by
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as a function of h- Ω with a fi xed value of h- ω at the NXES peak position (which 

 corresponds to the energy separation of the core levels Δε = ε3d(5/2) − ε2p(3/2)).

FIGURE 8.18 (a) Experimental results of the excitation spectrum of the Dy 2p3/23d5/2 RXES 

(solid) and the normal Dy 2p3/2 XAS (dashed) of Dy(NO3)3; (b) the enlarged pre-edge  structure 

of the excitation spectrum. (Reprinted with permission from Hämäläinen, K., Siddons, D.P., 

Hastings, J.B., and Berman, L.E., Phys. Rev. Lett., 67, 2850, 1991. Copyright 1991 by the 

American Physical Society.)
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In Equation 8.18, T1 represents both 2p3/24f EQ transition and 2p3/25d electric 

dipole (ED) transition, T2 is the 3d5/22p3/2 ED transition, and ΓL and ΓM represent the 

lifetime broadening of the 2p3/2 and 3d5/2 core holes, respectively. The values of ΓL 

and ΓM are taken to be 2.1 and 0.7 eV, respectively. The intra-atomic multiplet 

 coupling between the 4f electrons [that between the 4f electron and the 2p hole (in 

the intermediate state) and that between the 4f electron and the 3d hole (in the fi nal 

state)], are fully taken into account.

The calculated ES in the L3 pre-edge region is shown in Figure 8.19 by the solid 

curve, where the energy h- ω is fi xed at the NXES peak position Δε = ε3d(5/2) − ε2p(3/2). 

The spectrum consists of two contributions: the EQ excitation (chain curve) and the 

low-energy tail of the 2p3/2-5d ED excitation (dashed curve). The conventional XAS 

is also calculated with the same model, and the result is shown in the inset of Figure 

8.19 with the dotted curve and compared with the ES (solid curve). The pre-edge 

structure, which is clearly seen in the ES is invisible in conventional XAS. These 

results are in good agreement with the experimental results by Hämäläinen et al. 

(1991) (Figure 8.18b and c). The calculated ES corresponds almost to a fi ctitious 

XAS with a spectral width smaller than that of conventional XAS. A similar calcula-

tion was also made by Carra et al. (1995).

Here, we show why the ES of RXES corresponds to a less broadened version of 

XAS. In the following discussion, we assume for simplicity that ⎮ j 〉 and Ej can be 

written as

 
| |j a a iÒ = Ò+

3 5 2 2d p(3/2)( / ) ,
 

(8.19)

 
E Ej i= +De ,

 
(8.20)

FIGURE 8.19 Calculated result of the excitation spectrum in the pre-edge region of L3 XAS 

for a Dy3+ system. The total spectrum (solid curve) consists of the EQ (chain curve) and ED 

(dashed curve) contributions. In the inset, the calculated excitation spectrum (solid curve) is 

compared with the theoretical result of the conventional XAS (dotted curve). (From Tanaka, S., 

Okada, K., and Kotani, A., J. Phys. Soc. Jpn., 63, 2780, 1994. With permission.)
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where Δε = ε3d(5/2) − ε2p(3/2) as defi ned above. This assumption does not necessarily 

mean that we have confi ned ourselves entirely to the one electron approximation. 

What it means is that the x-ray emission process occurs simply by the core electron 

transition between 3d5/2 and 2p3/2 states, leaving the other electronic states unchanged. 

We can take into account the many body 4f4f and 4f3d interactions, but the 4f3d inter-

action (3d core hole effect) is assumed to be the same as the 4f2p interaction (2p core 

hole effect). Substituting Equations 8.19 and 8.20 into Equation 8.18 and using 

 
�w e= D

 (8.21)

we obtain, apart from an unimportant factor, the expression of the ES 
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Since ΓL (∼2.1 eV) is much larger than ΓM (∼0.7 eV), we obtain
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where IΓM
(Ω) is the L3 XAS spectrum with the broadening ΓL replaced by ΓM:
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Equations 8.19 and 8.20 do not hold exactly. Consequently, Equation 8.23 also does 

not hold exactly but holds as a good approximation. 

8.2.6 EQ EXCITATIONS IN LIGHT RARE EARTH ELEMENTS

After the work by Hämäläinen et al. (1991), the structure of the EQ excitation has 

been studied for various RE systems. As a typical example, Bartolomé et al. 

(1997) measured Lα RXES for various RE systems, and found that the EQ excita-

tion of light RE systems is split into two peaks. According to their results, the 

energy separation of the two peaks is almost proportional to the atomic number. 

Furthermore, they also observed the energy splitting of the EQ excitation in 

 ferromagnetic light RE systems by x-ray magnetic circular dichroism (XMCD) 

measurements, and showed that the energy separation measured by RXES 

coincides with that by XMCD within the experimental accuracy.

More recently, new theoretical and experimental developments have been 

made on the result by Bartolomé et al. (1997). Figure 8.20a,b displays the energy 

separation of the EQ excitation peaks in light RE elements (from La to Eu) deter-

mined by XAS (and XMCD) and Lα RXES, respectively. The open circles are the 

results by Bartolomé et al. (1997) and the dotted lines are guides for the eye, 

which indicate that the energy separation of the two peaks is roughly proportional 

to the atomic  number. The open squares are new experimental results by Journel 

et al. (2002) for LaF3 and CeF3. It is clear that the energy separations given by 

open squares are not proportional to the atomic number and, furthermore, they 

are different in XAS and RXES.
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Theoretical calculations for these energy separations have been performed by 

Nakazawa et al. (2002, 2003) with an atomic model including full multiplet coupling 

effects. An example of calculated Lα RXES spectra is shown in Figure 8.21a for the 

Nd 2p3/24f EQ excitation and 3d5/22p3/2 ED transition in a Nd3+ system, displayed as a 

contour map in a two-dimensional plane spanned by incident and emitted photon 

energies. This type of fi gure is called a “2D RXES image.” The RXES spectrum is 

the vertical cross section of this 2D RXES image for a fi xed incident photon energy: 

an example of the RXES spectrum is depicted in Figure 8.21b for an incident energy 

indicated by the vertical line in Figure 8.21a. On the other hand, the ES at the 

 fl uorescence peak position is the horizontal cross section of the 2D RXES image for 

the emitted photon energy at −169 eV (which corresponds to Δε = ε3d(5/2) − ε2p(3/2), but 

the origin of the photon energy is shifted somewhat arbitrarily). 
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FIGURE 8.20 Calculated energy separation (solid circles) for (a) 2p3/24f XAS and (b) the 

excitation spectrum of 2p3/23d5/2 RXES under the 2p3/24f excitation. The experimental results 

of the energy separation are shown with open circles (Bartolomé et al., 1997) and open squares 

(Journel et al., 2002). The dashed lines are guides for the eye. (Reprinted with permission from 

Nakazawa, M., et al., Phys. Rev. B, 66, 113104, 2002. Copyright 2002 by the American Physical 

Society.)
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The results of the energy separation calculated by Nakazawa et al. (2002, 2003) 

are shown by closed circles in Figure 8.20, and are found to reproduce well the 

experimental results by Journel et al. (2002), but not those by Bartolomé et al. (1997). 

The main points clarifi ed here are as follows: (i) The energy separation in XAS 

is determined by the 4f4f interaction. The 4f4f exchange interaction causes the 

energy separation (due to the up- and down-spin excitation) almost proportional to 

the atomic number, as mentioned by Bartolomé et al., but the 4f4f multipole Coulomb 

inter action also infl uences the energy separation, giving rise to considerable devia-

tion from the proportionality relation. (ii) The energy separation in RXES is deter-

mined not only by the 4f4f interaction, but also by the 4f3d interaction in the fi nal 

state of RXES. The situation is very clear in the case of La; since we have no 4f 

 electron in the ground state of La, the energy separation vanishes in XAS because of 

no 4f4f interaction, but we have a fi nite energy separation in RXES due to the 4f3d 

inter action in the fi nal state.

The technique of ES with high-energy resolution, as well as 2D RXES images, 

is a powerful method to extract hidden structures in conventional XAS spectra, and 

FIGURE 8.21 (a) The calculated result of the Nd 2p3/23d5/2 RXES intensity due to the Nd 

2p3/24f EQ excitation in the Nd3+ system, displayed as a contour map in a two-dimensional 

plane spanned by incident and emitted photon energies. In the calculation, the full-multiplet 

coupling effect is taken into account. Panel (b) is the RXES spectrum where the incident 

photon energy is fi xed at the vertical line in (a), so that it corresponds to the cross section of 

the contour map. (From Kotani, A., Eur. Phys. J. B, 47, 3, 2005. With permission.)
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has been applied widely to the detection of various excitations both for RE and TM 

systems. Some more examples will be given later for systems including Cu, Co, and 

Fe. The ES with high-energy resolution is also denoted by “XAS in the PFY mode” 

or “high-energy resolution fl uorescence detected XAS (HERFD-XAS).”

8.3 HIGH Tc CUPRATES AND RELATED MATERIALS

Study of RXES for high Tc cuprates and related materials has been extensively made 

both from a theoretical and experimental side. As a typical example of the applica-

tion of RXES, we describe here in some detail, the Cu 2p3d, 1s4p and 1s2p RXES, 

and the O 1s2p RXES of these materials. 

8.3.1 Cu 2p3d RXES

Based on the SIAM, we fi rst consider what kind of information on the electronic 

states can be obtained from the Cu 2p3d RXES spectra of La2CuO4. The Cu ion in 

cuprates is nominally in the Cu2+ state, but actually the Cu 3d9 confi guration is 

strongly mixed with the 3d10L confi guration where an electron is transferred from 

the O 2p band to the Cu 3d state through the p-d hybridization. The situation is 

explained in Figure 8.22. By the hybridization effect, we have the bonding, 

nonbonding,  and antibonding states, as shown in the fi gure, and further, the bonding 

states split into crystal fi eld levels. 

The local symmetry around the Cu ion in La2CuO4 is D4h, and the crystal fi eld 

states are represented by the irreducible representation of the D4h group: Γ = b1g, a1g, 

eg, and b2g. The ground state is a strongly mixed state (bonding state) between 3d9 (Γ) 

and 3d10L (Γ) confi gurations with Γ = b1g. We take the coordinate axes so that the 

z axis is perpendicular to the CuO2 plane, and then the b1g orbit is represented by 

d(x2 − y2), and the weight of the 3d9(b1g) confi guration is about 60% (Kotani and 

Okada, 1990). Above the ground state, there are bonding states with other irreducible 

FIGURE 8.22 Schematic transition diagram of the Cu 2p3d RXES in cuprates. 
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 representations (crystal fi eld levels) and nonbonding and antibonding states (denoted 

by charge transfer states). The energy level scheme of crystal fi eld states and the 

nonbonding states are also shown in Figure 8.23a.

The intermediate state of the present RXES (which is the same as the fi nal state 

of Cu 2p XAS) is in the single confi guration of 2p53d10 (actually it splits into two 

levels due to the spin–orbit interaction of the 2p states), and the incident photon energy 

is tuned to the energy of this intermediate state excitation. By the Cu 3d to 2p radia-

tive transition, this intermediate state changes to fi nal states of RXES. If the fi nal 

state is the same as the ground state, we have an elastic x-ray scattering peak, whereas  

if it is some excited state above the ground state, we have IXS structures.

Theoretical calculation of the Cu 2p3/23d RXES for La2CuO4 was made with the 

SIAM by Tanaka and Kotani (1993). Their results are shown in Figure 8.23b and 

8.23c. Here, the polarization dependence of RXES is taken into account, and the 

RXES spectra S(xx) and S(zx) are shown to exhibit different spectral features where 

the incident photon polarization is taken in the x direction and that of the emitted 

photon is in the x [for S(xx)] and z [for S(zx)] directions. In these fi gures, the origin of 

the emitted photon energy is taken at the position of the elastic scattering (so that the 

abscissa corresponds to ω − Ω), and it is seen that the inelastic scattering spectrum 

exhibits strong crystal fi eld excitations for −2.0 eV < ω − Ω < 0, while for ω − Ω < 

−2.0 eV it shows weak and broad RXES features due to the charge-transfer excitation. 

From this calculation, they showed that the polarization dependence of RXES pro-

vides us with important information on the symmetry of electronic states. However, a 

direct experimental measurement of the polarization dependence of RXES is very 

diffi cult because of the problem of detecting the polarization of the emitted photon.

A few years after this theoretical calculation, the RXES of La2CuO4, including 

its polarization dependence, was observed experimentally by using a sophisticated 

geometrical arrangement where a spectrometer can be rotated around the incident 
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FIGURE 8.23 (a) Energy level diagram of crystal fi eld levels and charge transfer continuum 

in La2CuO4. (b) Calculated result of the Cu 2p3/23d RXES in La2CuO4 with the incident and 

emitted photon polarizations in the x direction. (c) Same as (b), but with the incident and 

emitted photon polarizations in the x and z directions, respectively. (From Tanaka, S., and 

Kotani, A., J. Phys. Soc. Jpn., 62, 464, 1993. With permission.)
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beam axis and a sample can also be rotated around its surface normal (Duda, 1996, 

Duda et al., 1998). The result (Duda, 1996) is shown in Figure 8.24, where the 

open circles and dots are the experimental data corresponding to S(xx) and S(zx), 

respectively. Unfortunately, the resolution is not very good. In order 

to compare them with the theoretical results, S(xx) and S(zx) in Figure 8.23b 

and 8.23c are more broadened and plotted in Figure 8.24 with solid curves. The 

experimental and theoretical results are in fair agreement, although the intensity 

of the charge-transfer excitation is weaker in the experimental data. These studies 

suggested that the polarization-dependent RXES would become a powerful tool in 

the study of the electronic state symmetry in various materials with improved 

 resolution in future.

The polarization dependence of RXES has also been measured by Kuiper 

et al. (1998) for the Cu 3p3d RXES in Sr2CuO2Cl2. They observed RXES by chang-

ing the angle between the x-ray emission direction and the sample normal (z axis), 

where the scattering angle is kept at 90° and the polarization direction of the incident 

 photon is always in the xy plane. The relative intensity of various crystal fi eld level 

excitations in RXES changes with the angle, which made it possible to estimate the 

crystal fi eld excitation energies. In addition, spin-fl ip transitions are observed. These 

spin-fl ip transitions are described in detail for NiO in Section 8.4.3.

More recently, Ghiringhelli et al. (2004) measured the Cu 2p3d RXES for 

 various cuprates: insulating compounds CuO, La2CuO4, Sr2CuO2Cl2, and optimally 

doped superconductors La1.85Sr0.15CuO4, Bi2Sr2CaCu2O8+δ, and Nd1.85Ce0.15CuO4. 

The resolution is 0.8 eV. Figure 8.25 is an example of the results where the experi-

mental data for CuO, La2CuO4 (polycrystalline), and La1.85Sr0.15CuO4 (single crystal) 

are shown in the upper panel and the calculated results with a simple crystal fi eld 

model (point charge model) are shown in the lower panel. The incident x-ray is of 10° 

grazing incidence with the polarization perpendicular to the scattering plane while 

the scattering angle is 70°. Here the crystal fi eld excitation in RXES is the central 
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FIGURE 8.24 Experimental data of polarization dependence in Cu 2p3d RXES of La2CuO4. 

The open and closed circles are S(xx) and S(zx), respectively. Calculated results are also 

shown with the solid curves, which are a more broadened version of Figure 8.23 (b) and 

(c). (Reprinted with permission from Duda, PhD thesis, 1996. Copyright 1996 by the American 

Physical Society.)
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issue, and the calculated results (with the LFM model disregarding the hybridization 

effect) after a 0.05 eV Lorentzian broadening are shown with the solid curves and 

those after a 0.8 eV Gaussian broadening are with the dashed curves.

It is seen that the RXES energy of the crystal fi eld excitation of La2CuO4 is, after 

0.8 eV broadening, almost unchanged by doping and somewhat smaller than that of 

CuO in agreement with experiments. For instance, the crystal fi eld excitation ener-

gies referred to the b1g state for La2−xSrxCuO4 are 0.41 eV (for a1g), 1.38 eV (b2g) and 

1.51 eV (eg), and the solid curve in Figure 8.25 represents these states and their spin-

fl ip states with the fl ipping energy 0.2 eV. They also measured the polarization 

dependence (incident polarizations perpendicular and parallel to the scattering plane 

for both grazing and normal incidence) of the RXES spectra due to the crystal fi eld 

excitation and showed that the polarization dependence is well reproduced by their 

LFM calculations. Here, it is to be remarked that there are two origins, that  determine 

the crystal fi eld excitation energy: the static crystal fi eld effect and the anisotropic 

hybridization between Cu 3d and O 2p states. Therefore, more careful studies will be 

necessary to fully understand the crystal fi eld excitation mechanism. In any case, the 

polarization dependence (selection rule) of the crystal fi eld excitations in RXES 

FIGURE 8.25 Experimental Cu 2p3d RXES spectra for, from top to bottom, CuO, La2CuO4, 

and La1.85Sr0.15CuO4 (upper panel) and calculated ones (lower panel) with a 0.05 eV Lorentzian 

broadening (solid curves) and after a 0.8 eV Gaussian broadening (dashed curves). (Reprinted 

with permission from Ghiringhelli, G., et al., Phys. Rev. Lett., 92, 117406, 2004. Copyright 

2004 by the American Physical Society.)
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requires only the symmetry argument, which is the same for both static crystal fi eld 

and hybridization mechanisms.

8.3.2 Cu 1s4p RXES

Hill et al. (1998) measured the Cu 1s4pz RXES of Nd2CuO4 where a Cu 1s electron 

is excited to Cu 4pz conduction band by the incident photon with nearly z polari-

zation, and then the Cu 4pz electron makes a radiative transition to the 1s level. The 

local electronic structure around the Cu ion in Nd2CuO4 is almost the same as that of 

La2CuO4. The intermediate state of the present RXES consists of two confi gura-

tions: 1s13d10L4pz (main peak of Cu 1s XAS) and 1s13d94pz (satellite), where the 

 former is about 7 eV lower in energy than the latter. The experimental result (open 

circles) of the Cu 1s4p XAS is shown in Figure 8.26a, where the spectral features 

A and B correspond to the bonding and antibonding states of 1s13d10L4pz and 

1s13d94pz confi gurations. According to their RXES experiments, the spectra show a 

broad peak at about 6 eV from the elastic scattering energy as shown in Figure 8.27. 

The intensity of the 6 eV peak is strongly enhanced at the XAS feature B but almost 

no resonance at A. The observed intensity of the 6 eV peak is shown as a function of 

the incident photon energy with the open circles in Figure 8.26b.

FIGURE 8.26 Experimental data (open circles) and calculated results (solid curves) of 

(a) the Cu 1s XAS and (b) the intensity of 6 eV feature of the Cu 1s4pz RXES in Nd2CuO4. 

Experimental result of the Cu 1s XAS for Cu metal is also shown with the dashed curve. 

(Reprinted with permission from Hill, J.P., et al., Phys. Rev. Lett., 80, 4967, 1998. Copyright 

1998 by the American Physical Society.)
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Theoretical analysis of this RXES data has been made with the SIAM (Hill et 

al., 1998) and the 6 eV excitation is assigned to the charge-transfer excitation [more 

exactly, the transition from the ground state to the antibonding state between 3d9(b1g) 

and 3d10L(b1g) confi gurations]. The calculated result is shown with the solid curve 

in Figure 8.26b. Within the SIAM, however, the resonance enhancement occurs for 

both the main peak and the satellite. In order to remove this disagreement, it is 

 necessary to extend the model from the SIAM to a model including multiple Cu 

sites, such as a multi-Cu-site cluster model. The calculation of RXES with a Cu5O16 

cluster model was done by Idé and Kotani (1999). In Figure 8.28, we show the 

Cu5O16 cluster. In the ground state, each CuO4 plaquette includes one hole and 

orders antiferromagnetically with up-spin on the central plaquette and down-spin 

on the neighboring plaquettes. In the intermediate state, where a Cu 1s electron on 

the central Cu site is excited to the lower energy feature A, an electron is transferred 

from the neighboring plaquette to the central one to screen the core hole potential. 

As a result, we have two holes with singlet coupling [denoted by Zhang–Rice singlet 

state (Zhang and Rice, 1988)] in the neighboring plaquette, as shown in Figure 8.28. 

Then in the fi nal state of RXES, we have the state with Cu d10 state (with no hole) 

on the central plaquette and a Zhang–Rice singlet state on the neighboring 

FIGURE 8.27 Experimental data of the Cu 1s4pz RXES of Nd2CuO4 shown as a function 

of energy loss. Data are offset vertically for clarity and the solid curves are guides to the eye. 

(Reprinted with permission from Hill, J.P., et al., Phys. Rev. Lett., 80, 4967, 1998. Copyright 

1998 by the American Physical Society.)
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plaquette. This fi nal state is almost orthogonal with the 6 eV antibonding fi nal state, 

so that the intensity of the 6 eV peak is strongly suppressed, in agreement with the 

experiment.

The calculated results of XAS and RXES by Idé and Kotani (1999) are shown in 

Figure 8.29a, where the incident photon energies 1–7 of RXES are indicated in the 

XAS spectrum. The used parameter values are Δ = 2.5 eV, V(b1g) = 2.4 eV, Udd = 8.8 eV, 

and Udc = 7.5 eV. In these results, the background contribution in XAS and the elastic 

scattering contribution in RXES are omitted. It is seen that for the incident photon 

energy 2 (feature A), the RXES intensity at about 6 eV is strongly suppressed and 

instead the resonant enhancement occurs at about 2 eV, which corresponds to the pair 

excitation of the 3d10 and Zhang–Rice singlet state. The intensity of the RXES spectra 

at about 6 eV excitation (along the dotted line in Figure 8.29a is shown in Figure 8.29b) 

as a function of the incident photon energy with the solid curve, which is in good 

agreement with the experimental results (open circles). The fi nal state of the 2 eV 

excitation is the low-lying charge-transfer excitation state across the correlation gap, 

but it cannot be recognized in the experimental data by Hill et al. (Figure 8.27) 

because it is superposed on the strong high-energy tail of the elastic line.

Due to the improved experimental resolution of RXES, the measurements of the 

2 eV excitation have become possible, as well as its momentum dependence. Within 

the Cu5O16 cluster model, the 2 eV excitation corresponds to the pair excitation of 

the 3d10 and the Zhang–Rice singlet states on the two neighboring CuO4 plaquettes. 

In larger clusters or an infi nite system, the 3d10 state and the Zhang–Rice singlet state 

have a spatial dispersion due to the translational motion of these elementary excita-

tions to form the upper Hubbard band (UHB) and the Zhang–Rice singlet band 

(ZRB), respectively. Therefore, the RXES measurements can detect the electronic 

excitation from the occupied ZRB to the empty UHB across the correlation gap 

(denoted by UHB-ZRB pair excitation). Furthermore, by measuring the dependence 

of RXES spectra on the momentum transfer q, the dispersion of this UHB-ZRB pair 

excitation can be obtained. In Figure 8.30, we show a typical example of experimental 

results for the q dependent RXES spectra for Ca2CuO2Cl2 observed by Hasan et al. 

(2000). In this fi gure, the RXES peak around 5.8 eV is due to the antibonding state 

O

Cu

Cu d10

Zhang-Rice singlet

FIGURE 8.28 Schematic illustration of intermediate and fi nal states of Cu 1s4pz RXES of 

cuprates with the Cu5O16 cluster model. (From Kotani, A., Eur. Phys. J. B, 47, 3, 2005. With 

permission.)
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FIGURE 8.29 Calculated results of (a) Cu 1s XAS and Cu 1s4pz RXES spectra and (b) the 

intensity of the 6-eV feature with the Cu5O16 cluster model. The experimental result is also shown 

in (b). (From Idé, T., and Kotani, A., J. Phys. Soc. Jpn., 68, 3100, 1999. With permission.)

excitation, which is well localized with almost no energy dispersion, and those on 

the lower energy side (indicated by the vertical bars) are UHB-ZRB pair excitations. 

The dispersion of the UHB-ZRB pair excitation is anisotropic: in the 〈110〉 direction 

the excitation energy increases from 2.5 eV at (kx, ky) = (0, 0) to 3.8 eV at (π, π), while 

in the 〈100〉 direction it changes from 2.5 eV at (0, 0) to 3.0 eV at (π, 0).
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Theoretical calculations of these energy dispersions were made by an exact 

diagonalization method with a 4 × 4 site cluster model described by a single band 

Hubbard Hamiltonian (instead of the periodic Anderson Hamiltonian) taking into 

account the fi rst, second, and third nearest neighbor hoppings (Hasan et al., 2000). 

The  calculated results are in good agreement with the experimental ones. It is to be 

mentioned that the single band Hubbard model does not include the O 2p states, so 

that the calculated RXES spectra are due to a pair excitation of an UHB electron 

and a lower Hubbard band (LHB) hole. Note that the calculated LHB states effec-

tively represent the ZRB states in the case of the periodic Anderson model. It should 

also be mentioned that the energy dispersion of the ZRB of various cuprates has 

been extensively measured by angle-resolved photoemission spectroscopy (ARPES) 

experiments and the results have been analyzed theoretically. However, what is 

measured in RXES is not the single particle (a hole in ZRB) excitation, but the 

UHB-ZRB pair excitation. On this point, RXES provides more information than 

ARPES and, in addition, is a more bulk sensitive probe than ARPES.

Hasan et al. (2002) also measured the momentum-resolved Cu 1s4p RXES 

 spectra in the one-dimensional cuprate systems SrCuO2 and Sr2CuO3, where the 

CuO4 plaquettes are connected as a one-dimensional chain with shared corners. 

The observed momentum dependence of the UHB-ZRB pair was found to be more 

dispersive than that of the two-dimensional cuprate Ca2CuO2Cl2. This result is very 

interesting because the trend is quite the opposite of that in a simple energy band 

 picture of uncorrelated electron systems; within a one-body energy band model, the 

dispersion of one-dimensional energy band is smaller than that of two-dimensional 

FIGURE 8.30 Experimental results of the q dependent Cu 1s4p RXES spectra for Ca2CuO2Cl2, 

where q is in the 〈100〉 direction (a) and 〈100〉 direction (b). The incident photon energy 

is taken as 8996 eV. (From Hasan, M.Z., et al., Science, 288, 1811, 2000. Reprinted with 

permission from AAAS.)
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energy band due to the smaller number of neighboring atoms if the hopping integrals 

are the same (actually the Cu 3d-O 2p hopping strength should be very similar for 

SrCuO2, Sr2CuO3, and Ca2CuO2Cl2). In strongly correlated cuprates, on the other 

hand, the hopping of charge carriers (an electron in UHB and a hole in ZRB) is more 

diffi cult in a two-dimensional lattice with an antiferromagnetic 1/2 spin arrangement 

than in a one-dimensional one, because the hopping of the charge carrier induces 

a change of the spin arrangement around the carrier in the two-dimensional lattice, 

but this is not the case in the one-dimensional lattice due to the separation of spin 

and charge degrees of freedom. Theoretical calculations of RXES spectra in one-

dimensional and two-dimensional insulating cuprates have been made by Tsutsui 

et al. (1999, 2000) using the exact diagonalization technique for the extended Hubbard 

model, and the results are consistent with the experimental ones by Hasan et al. 

(2002). It is considered that a photo-created hole in the one-dimensional ZRB cannot 

exist as a quasiparticle, but changes into two collective excitations, a spinon and a 

holon, as discussed by Kim et al. (1996).

Further measurements of the momentum-resolved Cu 1s4p RXES spectra 

and their interpretations were made by Kim et al. (2002, 2004a, b) for two-

dimensional cuprate La2CuO4, one-dimensional corner-sharing cuprate SrCuO2, 

and one-dimensional edge-sharing cuprate Li2CuO2. The result for La2CuO4 exhib-

its some features, which have not been observed in Ca2CuO2Cl2 by Hasan et al. 

(2000). Kim et al. (2002) observed for La2CuO4, two highly dispersive charge-

transfer excitations, in addition to the antibonding excitation at about 7.3 eV. The 

low-energy mode has a gap of 2.2 eV and bandwidth of 1.0 eV, and shows a strong 

q-dependent intensity variation, while the second peak shows a smaller dispersion 

of about 0.5 eV with a zone-center energy of about 3.9 eV. The former corresponds 

to the UHB-ZRB pair excitation (forming an exciton-like state), while the latter 

might be another UHB-ZRB pair with different symmetry or another exciton-like 

mode. Kim et al. (2004c) also made similar RXES measurements for hole-doped 

La2−xSrxCuO4 with x = 0.05 and 0.17. The result for the x = 0.05 sample is similar 

to the undoped La2CuO4 (x = 0), but for the sample with x = 0.17, they observed 

the appearance of a continuum of intensity below 2 eV and the spectral weight 

transfer from the lowest-lying charge transfer excitation of the x = 0 sample to the 

continuum intensity below the gap. The gap-fi lling continuum excitation is consid-

ered to arise from the incoherent particle-hole pairs creation near the Fermi sur-

face. In contrast to this, the second peak and the highest antibonding excitation are 

not very much affected by doping except for some change of the excitation energy. 

More recently, some more experimental data have been reported by Collart et al. 

(2006) for La2–xSrxCuO4 in comparison with those for La2–xSrxNiO4. Experimental 

data for a one-dimensional edge-sharing system CuGeO3 and corner-sharing 

 systems Sr2CuO3 have also been reported by Suga et al. (2005a).

For a twin-free optimally doped YBa2Cu3O7−δ system, Ishii et al. (2005a) mea-

sured the contributions to RXES spectra both from the two-dimensional CuO2 plane 

and the one-dimensional CuO chain. The former gives broad excitations at 1.5 to 

4 eV that are almost independent of the momentum transfer, and the latter gives the 

enhancement of the RXES intensity at about 2 eV near the zone boundary of the 

one-dimensional Brillouin zone. Ishii et al. (2005b) also measured the RXES spectra 
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for electron-doped Nd1.85Ce0.15CuO4, and detected the interband excitations (UHB-

ZRB pair) at about 2 eV near the Brillouin zone center and intraband excitations 

(within UHB), which have strong q-dependence. They made theoretical calculations 

for these RXES spectra with the single-band Hubbard model and obtained results 

consistent with the experimental results.

Kim et al. (2004d) made systematic measurements of the antibonding excitation 

energy for a wide variety of cuprate compounds, including doped and undoped 

La2CuO4. They observed for about ten different cuprate compounds, a systematic trend 

that the excitation energy increases with the decrease in the Cu-O bond length d. For 

instance, the excitation energy is about 5.7 eV for Nd2CuO4 with d = 1.97 Å, about 

7.3 eV for La2CuO4 with d = 1.90 Å, and about 7.7 eV for La1.83Sr0.17CuO4 with d = 

1.88 Å. This trend is reasonable from a simple picture shown in Figure 8.22, because 

the decrease in d causes the increase of the Cu 3d-O 2p hybridization strength, result-

ing in an increase in the energy separation of the antibonding and bonding states. 

At the same time, they observed some features showing a deviation from the simple 

picture; the observed excitation energy is proportional to d−8, while the simple picture 

and a simple relation (see Harrison, 1989) between the hybridization strength and d 

predicts that it is proportional to d−3.5. Furthermore, the observed excitation energy 

shows some momentum dependence, which increases signifi cantly with the decrease 

of d, indicating that the antibonding–bonding excitation is not  necessarily well local-

ized, but has some energy dispersion due to the effect of the translational symmetry.

8.3.3 Cu 1s2p RXES

We consider the Cu 1s2p RXES (Kα RXES) of cuprates, where a Cu 2p electron 

decays radiatively to the Cu 1s level after the resonant excitation of a Cu 1s electron. 

The Cu 1s2p RXES is a powerful tool to detect fi ne structures in the pre-edge region 

of the Cu 1s XAS, as in the cases of Ce Lα RXES (see Section 8.2.3) and Dy Lα 

RXES (see Section 8.2.5). Hayashi et al. (2002, 2004) made experimental observa-

tions of the Cu 1s2p RXES for CuO and Nd2−xCexCuO4. In Figure 8.31a, we show the 

Cu 1s XAS of CuO and in Figure 8.31b, its related Cu 1s2p RXES. The Cu 1s XAS 

exhibits a weak structure indicated by f due to the EQ transition from Cu 1s to 3d 

states. The Cu 1s2p RXES was measured by changing the incident energy from 

f to d and the observed spectra are shown as a function of the emitted x-ray energy. 

The RXES peaks C and C′ are caused by the Cu 1s3d EQ excitation, and C and C′ are 

the spin–orbit partner of the Cu 2p core level; that is, they correspond to the RXES 

fi nal states with a hole in the Cu 2p3/2 and 2p1/2 levels. Here we confi ne ourselves to the 

Cu 2p3/2 component. It is interesting to see that a peak B occurs very close to peak C 

for the excitations e and d, which are only 2 or 3 eV higher than the EQ excitation f. 

Similar measurements of peak B have also been made by Döring et al. (2004). The 

occurrence of B strongly suggests that the Cu 1s XAS has some specifi c structure just 

above f, but in the XAS spectrum we cannot see any structure for e and d probably 

because its intensity is too small and its spectral broadening due to the 1s core hole is 

too large. The microscopic origin of peak B was not clarifi ed, but in any case, this 

experiment indicates that the Cu 1s2p RXES is a very sensitive probe of the fi ne 

 structure (or hidden structure) in the pre-edge of the Cu 1s XAS. 
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More recently, Shukla et al. (2006) measured the polarization-dependent Cu 

1s2p RXES for La2CuO4 by changing the incident photon energy in the vicinity of 

the EQ excitation, and observed an RXES peak corresponding to peak B in CuO. 

Furthermore, they performed a theoretical analysis of this RXES peak using the 

SIAM combined with the Cu 4p DOS obtained by ab initio energy band calcula-

tions. The dashed and solid curves in Figure 8.31c are their Cu 1s XAS experimental 

results for the incident photon polarization parallel to the CuO4 plane and almost 

 perpendicular to it (15° from the plane normal), respectively. The spectra were 

 measured by the PFY method and the two XAS curves were normalized, so that 

their maximum intensities were the same. A small structure on the lowest edge (at 

about 8.978 eV) of the dashed curve is due to the Cu 1s3d EQ transition. Then they 

measured the Cu 1s2p RXES by changing the incident photon energy in the pre-edge 

region from 8.976 to 8.981 eV and the result is displayed in the center panel of Figure 

8.32. The baseline of each RXES spectrum corresponds to the incident energy at 

which it was measured as seen on the XAS spectrum on the left panel. The RXES 

spectra have been arbitrarily shifted such that the lowest energy transfer feature (due 

to the EQ excitation) corresponds to the zero of the energy scale and have been 

 normalized to the most intense feature in each spectrum. The sharp peaks at 0 eV 

and −20 eV correspond to peaks C and C′ of CuO (note that the peak energy of C and 

C′ in Figure 8.31b shifts with the shift of the incident energy because they are plotted 

as a function of the emitted x-ray energy, in contrast to Figure 8.32). It should be 

noted that for the highest three RXES curves, the second peak (indicated by vertical 

bars) occurs corresponding to peak B in CuO. These two peaks (corresponding to 

B and C) are allowed only for the incident polarization parallel to the CuO4 plane.

FIGURE 8.31 (a) Cu 1s XAS of CuO; (b) Cu Kα RXES spectra of CuO at the  excitation 

energies d, e, and f; (c) Cu 1s XAS spectra (partial fl uorescence yield) of La2CuO4 measured 

with two different polarization geometries. (From Kotani, A., J. Molecular Structure: 
Theochem, 777, 17, 2006. With permission.)
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The result of theoretical calculations is shown in the right panel of Figure 8.32. In 

the theoretical calculation, the projected DOS of Cu 4pσ (namely 4px and 4py) and 4pπ 

(4pz) states, which are allowed, respectively, from the Cu 1s state by the ED transition 

with polarization parallel and perpendicular to the CuO4 plane, is fi rst obtained by the 

ab initio local density approximation + U (LDA + U ) band calculation. As seen from 

the result shown in Figure 8.33, the main DOS peak is higher for the 4pσ state than for 

the 4pπ state, but the bottom of the 4p DOS is also formed by the 4pσ state. The 4pσ 

state in the bottom of the 4p DOS is caused by the hybridization of the Cu 4pσ state 

with off-site Cu 3d (x2 − y2) states via O 2p states, so that we denote it as “off-site 3d” 

state, while the EQ transition is allowed to the “on-site 3d” state. The single electron 

wave function of the on-site and off-site 3d states is schematically shown in Figure 

8.34 with a Cu5O16 cluster model. The left-hand side is the on-site 3d state, which 

mainly consists of the Cu 3d (x2 − y2) state on the central Cu site (the core hole site) 

but hybridized with the neighboring O 2p states. On the other hand, the off-site 3d 

state with the 4px symmetry, which is shown on the right-hand side, consists of the 

Cu 4px state on the central Cu site, O 2px states on the nearest neighboring O sites and 

Cu 3d (x2 − y2) states on the next neighboring Cu sites (off-site Cu). The main weight 

of the wave function is on the off-site Cu 3d (x2 − y2) states, but this state is weakly 

allowed by the ED transition due to the small weight of the central Cu 4px state.

The calculation of the Cu 1s2p RXES is made by the SIAM, which is combined 

with the Cu 4pσ projected DOS. For instance, the screening effect of the core hole 
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FIGURE 8.32 Left panel: Cu 1s XAS spectrum in the pre-edge region of La2CuO4 

measured with the incident polarization parallel to the CuO2 plane. Center panel: measured 

Cu 1s2p RXES spectra for the incident energy in this pre-edge region. Right panel: Calculated 

Cu 1s2p RXES spectra. (Reprinted with permission from Shukla, A., et al., Phys. Rev. Lett., 
96, 77006, 2006. Copyright 2006 by the American Physical Society.) 
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potential by the hybridization between Cu 3d and O 2p states is taken into account 

by the SIAM in the intermediate and fi nal states of the RXES. The lowest edge of 

the Cu 1s XAS consists of the EQ transition to the on-site 3d state and the ED transi-

tion to the off-site 3d state, the energy of the former is about 1.5 eV lower than the 

latter, and both of them are allowed only for the incident polarization parallel to the 
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FIGURE 8.33 Projected Cu 4pπ and 4pσ DOS obtained by ab initio energy band calcula-

tion. The inset shows the low-energy region in detail, and the hatched peak is due to the 

off-site 3d states. (Reprinted with permission from Shukla, A., et al., Phys. Rev. Lett., 96, 

77006, 2006. Copyright 2006 by the American Physical Society.) 
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FIGURE 8.34 Schematic representation of the on-site Cu 3d state (left-hand side) and the 

off-site Cu 3d state (right-hand site), which are allowed by the EQ and ED transitions, respec-

tively, with the Cu5O16 cluster model.
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CuO4 plane. The fi rst and second peaks in the Cu 1s2p RXES (corresponding to C 

and B) are caused by the former and latter transitions by the incident x-ray, and the 

 calculated result is in good agreement with the experimental one.

It is to be mentioned that the projected 4p DOS of the off-site 3d state is about two 

orders of magnitude smaller than the main 4pσ DOS as shown in Figure 8.33, and the 

XAS structure due to the ED transition to the off-site 3d state cannot be recognized in 

the Cu 1s XAS spectrum due to its weak intensity and the superposition on the low-

energy tail of the main XAS peak, as well as on the EQ transition structure. However, 

the Cu 1s2p RXES has ultra-high sensitivity to this weak ED excitation; by resonating 

with this excitation, a clear peak occurs in the RXES spectrum. After this theoretical 

analysis, more detailed calculations of the Cu 1s2p RXES was made by Kotani et al. 

(2007) with Cu5O16 cluster model, and the distribution of spin- dependent valence 

holes (Cu 3d and O 2p holes) are calculated on each of 5 Cu and 16 O sites and for 

both ground state and excited states by the on-site 3d and off-site 3d transitions. 

In Figure 8.35a, the hole distribution in the ground state is shown for up-spin (left 

side) and down-spin (right side) states. It is seen that the up-spin hole is mainly 

located around the central Cu site and four down-spin holes are located mainly 

around the Cu sites in the neighboring CuO4 plaquettes, corresponding to the antiferro-

magnetic spin arrangement. In Figure 8.35b, we show the hole distribution in 

the excited state by the 1s3d EQ transition of up-spin electron. By this transition, the 

valence holes with up-spin are fi lled, so that almost no up-spin hole is left, while 

the distribution of down-spin holes is almost the same as that in the ground state. 

It is interesting to see the hole  distribution in the excited state due to the ED transition 

of a down-spin electron from Cu 1s to the off-site 3d states, as shown in Figure 8.35c. 

By the off-site ED transition due to the x polarized incident photon, the Cu 3d hole 

population in the neighboring CuO4 plaquettes along the x direction is remarkably 

decreased. At the same time, the distribution of up-spin holes is drastically changed; 

the holes on the central Cu site are mainly transferred to the neighboring plaquettes 

to screen the core hole potential, which is denoted by the nonlocal screening effect. 

The up-spin holes transferred to the neighboring plaquette couple with the down-spin 

holes on the same plaquette to form the Zhang–Rice singlet state. It should be noted 

that in the EQ excitation, the core hole potential is well screened by the Cu 3d elec-

tron excited from the Cu 1s state, while in the ED excitation, it is screened by the 

charge-transfer effect (nonlocal screening).

Usually, the x-ray transition occurs within a single atom as the on-site transi-

tion, but the ED transition to the off-site 3d states treated here is the novel nonlocal 

transition, which is very weak but it is possible to observe it by the 1s2p RXES 

technique. A similar nonlocal ED transition to the off-site 3d states will be  discussed 

later for Co3+ and Fe3+ systems by using the 2D RXES images, which is the best 

way to visualize such a weak XAS transition that is invisible to the conventional 

XAS technique.

8.3.4 O 1s2p RXES

Recently, theoretical studies of RXES for cuprates were extended from that on 

the Cu site to that on the O site (Duda et al., 2000; Okada and Kotani, 2002; Harada 
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et al., 2002; Okada and Kotani, 2003). The experimental results of the O site derived 

RXES have so far been interpreted based on the partial O 2p DOS obtained by 

energy band calculations. It was Duda et al. who fi rst pointed out for their O 1s2p 

RXES  spectra, which were measured for CuGeO3, that the crystal fi eld excitation 

signal was similarly recognized to that in the RXES at the Cu 2p and 3p edges. 

Okada and Kotani showed that even in RXES by the O site excitation (O 1s2p RXES), 

the many-body effects such as the Cu crystal fi eld excitation, the charge-transfer 

excitation and the UHB-ZRB pair excitation, should be refl ected in RXES because 

of the strong hybridization between Cu 3d and O 2p states.

FIGURE 8.35 Spin-dependent valence hole distribution in the ground state and the EQ and 

ED excited states. [From Kotani, A., Okada, K., Calandra, M., and Shukla, A., AIP Conference 
Series (XAFS13), 2007. With permission.]
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In Figure 8.36, the calculated result for the O 1s2p RXES with Cu4O13 cluster 

model (corresponding to an undoped cuprate) is shown. The incident x-ray energy is 

tuned at the peak position of O 1s XAS. In this calculation, two different polarization 

geometries (polarized and depolarized), with the incident x-ray normal to the CuO2 

plane, is taken into account. It is shown that the 6 eV antibonding charge transfer 

excitation and the UHB-ZRB pair excitation, as well as the crystal fi eld excitation 

[indicated as “dd(xy) and dd(xz)”] and a spin-fl ip excitation, can be clearly seen, in 

addition to the most prominent RXES peak, which corresponds to the nonbonding 

charge-transfer excitation. The charge-transfer excitation and the UHB-ZRB pair 

excitation depend on the polarization direction of the incident x-ray because of the 

symmetry selection rule. Experimental observation corresponding to this calculation 

has also been made by Harada et al. for Sr2CuO2Cl2 with almost the same geometry 

(see Figure 8.37). The experimental result is in satisfactory agreement with the calcu-

lated one. 

Here, we would like to mention the difference in the UHB-ZRB pair excitation 

mechanism in RXES with the Cu site excitation (Cu 1s4p RXES) and that with the O 

site excitation (O 1s2p RXES). In the former RXES, the UHB-ZRB pair excitation is 

formed in the intermediate and fi nal states as seen in Figure 8.28. In the latter RXES, 

on the other hand, the UHB-ZRB pair excitation is not formed in the intermediate 

state and occurs only in the fi nal state of RXES. In Figure 8.38, we show schemati-

cally, the process of the UHB-ZRB pair excitation. In the ground state (top panel), we 

have a hole (hybridized Cu 3d and O 2p hole with b1g symmetry) in each CuO4 

 plaquette (this hybridized state is written symbolically as “b1g” state), and their spin is 

ordered antiferromagnetically (“b1g” ↑ and “b1g” ↓ states in the right- and left-hand 

plaquettes in Figure 8.38). We assume, as shown in the fi gure, that an O 1s electron 

FIGURE 8.36 Calculated result for the O 1s2p RXES with a Cu4O13 cluster model. In the 

inset, the intensity is enlarged 10 times. (Reprinted with permission from Harada, Y., et al., 

Phys. Rev. B, 66, 165104, 2002. Copyright 2002 by the American Physical Society.)
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with ↑ spin on the central O site is excited to the O 2px↑ state by the x-polarized inci-

dent x-ray. Then in the intermediate state (middle panel), we have an O 1s ↑ hole and 

a “b1g” ↓ hole. In the x-ray emission process, an O 2px or 2py or 2pz electron with ↑ spin 

on the central O site can recombine with the O 1s ↑ hole, and we have various fi nal 

states depending on the emitted x-ray polarization. If the emitted polarization is in the 

x direction, for example, one of the typical fi nal states is that shown on the left-hand 

side of the bottom panel, where we have two holes with “b1g” ↑ and “b1g” ↓ states 

bound on the right-hand plaquette and no hole on the left-hand plaquette. This is noth-

ing but the UHB-ZRB pair excitation. If the emitted polarization is in the y direction, 

however, the UHB-ZRB pair fi nal state is forbidden, but two holes with “b2g” ↑ and 

“b1g” ↓ states bound on the right-hand plaquette can be formed. In this way, the fi nal 

states of RXES strongly depend on the incident and emitted x-ray polarizations. It can 

also be seen, as another example of the selection rule, that the elastic scattering where 

the fi nal state is the same as the ground state is allowed for x-polarized incident and 

x-polarized emitted x-rays, but is forbidden for the x-polarized incident and y- polarized 

emitted x-rays. Theoretical calculations of Cu 1s4p RXES and O 1s2p RXES spectra 

of cuprates with multi-Cu-site cluster model taking into account the effect of orbital 

degeneracy have been made by Okada and Kotani (2006), and more detail of the 

comparison of Cu 1s4p RXES and O 1s2p RXES spectra are given.

8.4 NICKEL AND COBALT COMPOUNDS

8.4.1 Ni 2p3d RXES IN NiO: CHARGE TRANSFER EXCITATIONS

NiO is a prototype material of the charge transfer type insulator. The Ni 2p3d RXES 

was measured by Ishii et al. (2001), Magnuson et al. (2002a), and Ghiringhelli et al. 

FIGURE 8.37 Experimental results of the O 1s2p RXES for Sr2CuO2Cl2. (Reprinted with 

permission from Harada, Y., et al., Phys. Rev. B, 66, 165104, 2002. Copyright 2002 by the 

American Physical Society.)
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(2005). The last study has the highest resolution and will be discussed in the next sec-

tion where we focus on the dd excitations. The result by Ishii et al. is shown in Figure 

8.39 where (a) and (b) are the Ni 2p XAS (measured by total electron yield method) 

and 2p3d RXES measured in the depolarized geometry, respectively. The RXES 

spectra at about 1.1, 1.6, and 3.0 eV from the elastic line position (indicated with 

the vertical bar) are due to the dd excitations, although not very well resolved, while 

the peaks with almost constant emission energy (shown with the dotted line) look like 

NXES. The dd excitations will be discussed in detail in the next subsection.

Magnuson et al. made the calculations of these RXES spectra with the SIAM, 

and succeeded in reproducing the NXES-like spectra for incident energies 6 and 7, 

but failed for 8–13. It is generally known that the SIAM calculation cannot repro-

duce the NXES spectra. Therefore, these spectra for 8–13 are interpreted as 

the NXES spectra where the core electron is excited to the continuum band mainly 

x

y

Incoming x-ray (x-pol)

Outgoing x-ray (x-pol.)

(y-pol.)

1s core hole

Initial

Final

Intermediate

FIGURE 8.38 Illustration of the O 1s2p RXES process. With x-polarized incident and 

 emitted x-rays, the Z-R singlet state is formed in the right-hand side CuO4 plaquette (see the 

left-hand side of the lowest panel.) (From Kotani, A., J. Electron Spectrosc. Relat. Phenom., 

137−140, 669, 2004. With permission from Elsevier Ltd.)
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consisting of the s and p electrons. The mechanism of the NXES-like spectra for 6 

and 7 was fi rst proposed by Butorin (2000), who considered that they might be the 

charge-transfer excitation, but behave like NXES spectra, because the incident 

x-ray energy resonates with the charge-transfer satellite of XAS with continuous 

excitation energy. Butorin referred to a theoretical calculation by Tanaka et al. (1990), 

FIGURE 8.39 Experimental results of (a) Ni 2p XAS obtained by the total electron yield 

(TEY) method and (b) Ni 2p3d RXES for NiO. (From Ishii, H., et al., J. Phys. Soc. Jpn., 70, 

1813, 2001. With permission.)

9071_C008.indd   3829071_C008.indd   382 1/16/2008   9:40:53 AM1/16/2008   9:40:53 AM



Resonant X-Ray Emission Spectroscopy 383

who predicted the NXES-like behavior in CeO2 when the intermediate state is the 

charge-transfer satellite of XAS with continuous excitation.

Recently, Matsubara et al. (2005) examined this problem carefully with the 

SIAM. They not only confi rmed Butorin’s mechanism for the NXES-like spectra, 

but also showed what the most appropriate value of the charge-transfer energy Δ is 

in order to reproduce the experimental charge-transfer excitations in RXES. The 

parameter values of the SIAM or cluster model have so far been estimated for NiO 

by analyzing experimental XPS, valence PES, XAS and so on. However, the esti-

mated value of Δ is distributed from 2.0–6.2 eV, depending on the spectroscopy and 

the method of the analysis. In the analysis by Matsubara et al., the values were 

V(eg) = 2.2 eV, Udd = 7.2 eV and Udc = 8.0 eV, which are mostly consistent with the 

estimations so far made, but the value of Δ is changed from 2.0 to 6.5 eV by steps 

of 0.5 eV.

The calculated results of Ni L3 XAS and 2p3d RXES by Matsubara et al. are 

shown in Figure 8.40a and 8.40b, respectively, together with the experimental RXES 

spectra by Ishii et al. (2001) in Figure 8.40c, where the incident energies are limited 

to 4–6, and the RXES spectra are plotted as a function of the Raman shift. The value 

of Δ is taken to be 3.5 eV where the calculated results are in best agreement with the 

experimental ones. The incident x-ray energies 6 and 7 correspond to the lower and 

upper edges of the charge-transfer satellite of XAS (although the intensity is very 

FIGURE 8.40 Calculated results of (a) the Ni L3 XAS and (b) 2p3d RXES spectra (in the 

depolarized geometry) for NiO with the SIAM, compared with (c) experimental results by 

Ishii et al. (2001). The incident energies from 4 to 7 are indicated in (a). The spectral features 

indicated in (c) by CT1, CT2 and A, B, C are due to the charge transfer excitations and dd 

excitations. (From Matsubara, M., Uozumi, T., Kotani, A., and Parlebas, J.C., J. Phys. Soc. 
Jpn., 74, 2052, 2005. With permission.)
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small), and the RXES peaks at 5.8 eV (for 6) and at 8.4 eV (for 7) are caused by the 

charge-transfer excitations, and are in good agreement with CT1 and CT2 in the 

experimental result. In order to show that the calculated results with Δ = 3.5 eV give 

the best agreement with the experimental results, both for the charge-transfer excita-

tion energies in RXES, CT1, and CT2, and the energy differences between 6 and 4 

and between 7 and 4 in XAS, the comparison of the experimental values and the 

 calculated ones for Δ changed from 2.0 to 6.5 eV is given in Table 8.1.

Matsubara et al. (2005) have also calculated the behavior of the charge- transfer 

excitation by changing the incident x-ray energy from below CT1 to above CT2 

with a step of 0.1 eV. The result is shown in Figure 8.41. It is seen that the charge-

transfer excitation energy changes continuously and gradually with the change of 

the incident x-ray energy. Furthermore, this behavior of RXES is similar to that of 

NXES, in agreement with the old theoretical prediction by Tanaka et al. (1990), as 

well as the interpretation of the NXES-like spectra by Butorin (2000).

8.4.2 Ni 2p3d RXES IN NiO: dd EXCITATIONS

High-resolution 2p3d RXES spectra of NiO have been measured by Ghiringhelli 

et al. (2005). The results are shown in Figure 8.42. The incident x-ray energy is taken 

from C to H as indicated in the Ni L3 XAS (lower right panel of Figure 8.42), where 

F is the same as 4 of Figures 8.39 and 8.40 and G is close to 5. The total experimental 

resolution is 0.75 eV (FWHM), which is much better than that of Figure 8.40c, as 

seen from the comparison of the RXES spectra for F and for 4 of Figure 8.40c. 

The polarization geometry of these experiments is close to the polarized geometry 

but the scattering angle is 70° and denoted by the vertical (V) polarization (see 

Figure 8.1, as well as the geometry V in the inset of Figure 8.44).

From Figure 8.42, it is seen that the RXES spectra with the incident energy 

below F have almost the same spectral shape with only the change in the intensity, 

while the spectral shape changes for those above F. In all of these dd excitation 

 spectra, we fi nd the dd excitation energies at about 1.1, 1.8, and 3.2 eV, which corre-

spond to the dd excitations with 3T2g, 
1Eg (superposed on 3T1g), and 3T1g multiplet 

terms, respectively.

TABLE 8.1
Energy Difference of the Charge Transfer Satellites 6 and 7 from the 
Main Peak 4 in the Ni L3 XAS and Raman Shift Energies of the Structures 
CT1 and CT2 in RXES Calculated with Charge-Transfer 
Energies (Δ) from 2.0 to 6.5 eV

Δ 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 Exp.

6-4 2.3 2.7 3.1 3.5 3.9 4.3 4.7 5.2 5.7 6.1 3.6

7-4 5.4 5.6 5.9 6.1 6.4 6.8 7.4 7.6 8.1 8.6 6.0

CT1 4.7 5.2 5.5 5.9 6.3 6.7 7.1 7.5 7.9 8.3 5.8

CT2 7.7 7.9 8.2 8.5 8.8 9.1 9.5 9.9 10.3 10.7 8.4

Note: Values obtained experimentally by Ishii et al. (2001) are also shown. All values are in units of eV.
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The results of theoretical calculations are shown in Figure 8.43 where the 

 calculation was made using the SIAM with the same parameter values as in Figure 

8.40, but the spectral broadening is reduced corresponding to the new experimental 

 resolution and the polarization geometry is changed to the vertical (V) polariza-

tion (the dashed curves) and the horizontal (H) polarization (the solid curves). For 

the defi nition of V and H polarization geometries, see the inset of Figure 8.44. 

Comparing the RXES spectra of Figure 8.42 with the dashed curves in Figure 

8.43, we fi nd that the agreement of the experimental and theoretical results is 

 satisfactory. We see some difference for the experimental and theoretical intensities  

of the elastic scattering line, but in the theoretical calculations the effect of the 

reabsorption is not taken into account.
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FIGURE 8.41 Calculated results of Ni 2p3d RXES spectra for incident energies around the 

charge transfer satellite of XAS (6 and 7 in Figure 8.40a). (From Matsubara, M., Uozumi, T., 

Kotani, A., and Parlebas, J.C., J. Phys. Soc. Jpn., 74, 2052, 2005. With permission.)
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A more detailed comparison of the experimental and theoretical results is made 

for the spectra F, G, and H. For this purpose, Ghiringhelli et al. (2005) measured the 

RXES spectra for both V and H polarization geometries with a better total resolution 

of 0.55 eV (FWHM). The results are shown in Figure 8.44 with the open (V polar-

ization) and solid (H polarization) circles, and compared with the theoretical results 

shown with the dashed (V polarization) and solid (H polarization) curves. It can be 

seen that the experimental and theoretical RXES spectra due to the dd excitation are 

in good agreement with each other including the polarization dependence.

8.4.3 Ni 2p3d RXES IN NiO: SPIN-FLIP EXCITATIONS

Figure 8.45 shows the Ni 2p3d RXES spectra at the 2p x-ray absorption spectrum 

of NiO. The resonant elastic peak of 3A2 symmetry is visible at 0.0 eV, and the dd 

transitions to the 3T2, 
3T1, and 1E states are visible at energies of 1.1 eV and at about 

2.0 eV energy loss. Additional peaks are visible at low-energy loss. For example, a 

peak is visible at about 0.25 eV for the spectrum excited at 858 eV. This peak can be 

assigned to a spin-fl ip transition in which a Ni2+ ion fl ips its spin state from Sz = −1.0 

to Sz = +1.0. This must be differentiated from the spin state transition of the 3A2 

ground state to a 1E fi nal state. The consequence of this spin-fl ip is that the antiferro-

magnetic neighbors now see an apparent ferromagnetic neighbor and the energy 

involved is the energy loss observed in RXES. The spin-fl ip peak is highest at 

an excitation energy of 858 eV, which is at the shoulder of the 2p x-ray absorption 

FIGURE 8.42 Experimental results of the Ni L3 XAS and 2p3d RXES spectra (in the 

 vertical polarization) for NiO. The total resolution is 0.75 eV (FWHM). The incident energies 

from C to H are indicated on the XAS spectrum. (From Kotani, A., et al., Rad. Phys. 
Chem., 75, 1670, 2006. Reprinted with permission from IOP Publishing Ltd.)
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spectral shape. The reason is that this shoulder relates to a state in which the 2p and 

3d electrons are essentially antiparallel aligned, in contrast to the parallel align-

ment of the main peak. This antiparallel alignment facilitates the spin-fl ip transi-

tions to occur. The measurement of spin-fl ip transitions is important for the study 

of the antiferromagnetic coupling in transition-metal oxides. There is, however, an 

experimental complication, which is that the overall resolution of the experiment 

should preferably be on the order of 0.2 eV. Recently, high-resolution Ni 3p3d RXES 

(Chiuzbăian et al., 2005) of NiO have been measured, which seems to confi rm this 

spin fl ip excitation.

8.4.4 Ni 1s4p RXES OF NiO: PRESSURE DEPENDENCE

According to Kao et al. (1996), the Ni 1s4p RXES of NiO also exhibits inelastic 

peaks close to the positions of the two-charge transfer excitations mentioned previ-

ously. Recently, Shukla et al. (2003) measured the pressure dependence of the Ni 

1s4p RXES of NiO with the incident energy tuned to the EQ pre-peak of Ni 1s XAS. 

At ambient pressure, they observed two RXES structures at 5.3 and 8.5 eV, correspond-

ing to the charge-transfer excitations. With increasing pressure up to 100 GPa, the RXES 

intensity decreases and the 5.3 and 8.5 eV structures are smeared out. The explana-

tion for this is that the width of the charge-transfer excitation band increases with the 

FIGURE 8.43 Calculated results of the Ni L3 XAS and 2p3d RXES spectra for NiO with the 

SIAM. The RXES spectra with the dashed and solid curves are obtained in the vertical and 

horizontal polarizations, respectively. The incident energies from C to K are indicated on the 

XAS spectrum. (From Ghiringhelli, G., et al., J. Phys. Cond. Matt., 17, 5397, 2005. Reprinted 

with permission from IOP Publishing Ltd.)
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FIGURE 8.44 Comparison of the experimental and theoretical results for dd excitations of 

the Ni 2p3d RXES of NiO. The open and solid circles are the experimental results in the 
 vertical and horizontal polarizations, respectively, with a total resolution of 0.5 eV (FWHM). 

The dashed and solid curves are the calculated results for the vertical and horizontal polariza-

tions. The defi nition of the vertical and horizontal polarizations are given by V and H in the 

inset. (From Kotani, A., et al., Rad. Phys. Chem., 75, 1670, 2006. Reprinted with permission 

from IOP Publishing Ltd.)

FIGURE 8.45 The 1s2p RXES spectra of NiO are given as a function of their excitation 

energy, indicated on the left. The corresponding 2p XAS spectrum is given on the right. 

(Reprinted with permission from de Groot, F.M.F., Kuiper, P., and Sawatzky, G.A., Phys. 
Rev. B, 57, 14584, 1998. Copyright 1998 by the American Physical Society.)
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pressure. Since RXES is a photon-in and photon-out process, it is a powerful tool in 

the study of electronic states under high pressure. Experimental measurements of the 

pressure-induced change of electronic structure, such as a high-spin and low-spin 

phase transition, can make use of the 1s3p RXES, as well as 1s3p NXES.

8.4.5 Co 2p3d RXES IN CoO AND OTHER Co COMPOUNDS

For CoO, Magnuson et al. (2002b) measured the Co 2p3d RXES spectra and  performed 

the analysis of the spectra with the SIAM. Some parameter values used are Δ = 4.0 eV, 

V(eg) = 2.2 eV, and 10 Dq = 0.5 eV. The result is shown in Figure 8.46. They observed 

both dd excitation (indicated by “3d7” in Figure 8.46) and charge-transfer excitation 

(indicated by “3d8 L−1”). The charge transfer excitation looks to occur when the inci-

dent x-ray energy resonates with the charge transfer satellite (D and E) of the Co 2p 

XAS in a similar way to that in NiO. However, the agreement between the calculated 

and experimental results of the charge-transfer excitation for D is not very good. As 

a result, it is not very clear whether the charge-transfer excitation behaves like NXES 

with the change of the incident energy. We note that the CoO spectrum indicates 

partial oxidation to Co3O4, as is evident from comparison with in situ soft XAS data 

on the reduction from Co3O4 to CoO (Morales et al., 2004). Furthermore, we see 

some differences in the calculated and experimental XAS spectra, and a more 

improved analysis (including fi nite temperature effects) will probably be necessary, 

not only for XAS (see Chapter 6) but also for RXES.

Magnuson et al. (2004) also measured the temperature dependence of the Co 

2p3d RXES spectra of LaCoO3, which is expected to show a temperature-induced 

transition of the spin magnetic moment. In this material, the NXES-like spectra are 

mainly observed, probably refl ecting delocalized Co 3d states. The measured spec-

tra suggest a change in the spin state of LaCoO3 as the temperature is raised from 85 

to 300 K, while the system remains in the same spin state as the temperature is fur-

ther increased to 510 K. For CoO, the effect of intra-atomic confi guration interaction 

is investigated both experimentally and theoretically for the Co 2p3s RXES by 

Braicovich et al. (2001). Similar studies have also been made by Taguchi et al. (2001, 

2004) for NiO, MnFe2O4, and CoFe2O4.

8.4.6 Co 1s2p RXES OF CoO: EFFECT OF RESOLUTION

Figure 8.47 shows the 2D images of Co 1s2p RXES spectra of CoO in the Co 1s3d 

EQ excitation region, obtained with three different experimental resolutions, com-

pared with a ligand fi eld multiplet (LFM) simulation. The 2D image presentation is 

made in the same manner as that of the Nd3+ system shown in Section 8.2.6, but now 

the ordinate is taken as Ω − ω instead of ω (for more details on the ordinate of the 

2D image, see some discussion in Section 8.5.1). The theoretical LFM result simu-

lates the experiments well. This also indicates that the nonlocal dipole peak (as that 

discussed in Section 8.3.3) is small in the case of CoO because the LFM simulation 

does not include the nonlocal dipole transition. The LFM simulations also show the 

importance of interference effects. Excluding interference effects degrades the simu-

lation. There is a signifi cant improvement in the spectral features in going from 

1.0 to 0.3 eV resolution. This indicates that if one would like to use the 1s2p RXES 

9071_C008.indd   3899071_C008.indd   389 1/16/2008   9:40:58 AM1/16/2008   9:40:58 AM



390 Core Level Spectroscopy of Solids

FIGURE 8.46 Upper panel is the experimental (dots) and calculated (solid curve) results of 

the Co 2p XAS of CoO. Lower panel is the experimental (dots) and calculated (solid curve) 

results of the Co 2p3d RXES of CoO, where the incident energy is taken at A to F indicated 

by arrows in the 2p XAS spectrum. (Reprinted with permission from Magnuson, M., et al., 

Phys. Rev. B, 65, 205106, 2002b. Copyright 2002 by the American Physical Society.)
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spectra for electronic structure determination, obtaining the spectra with 0.3 eV 

 resolution is important.

8.4.7 Co 1S2P RXES: NONLOCAL DIPOLE TRANSITIONS

Low-spin Co3+ systems have a 3d6 ground state with the t2g band occupied and the 

eg band empty. Assuming a pre-edge given by EQ transitions only, one expects a 

K edge with a single pre-edge feature. In Chapter 6, we have seen that the K edge of 

the low-spin Co3+ system LiCoO2 has two pre-edge peaks instead.

Figure 8.48 shows the 2D images of Co 1s2p RXES spectra of EuCoO3 and 

LiCoO2. The beginning of the edge is visible at E1 = 7716 eV and, before the edge, 

two separate peaks are visible at 7709 and 7711 eV, respectively. These 1s2p RXES 

images have also been measured for Co3+(acac), LaCoO3, and AgCoO2, where all 

FIGURE 8.47 The 1s2p RXES spectra of CoO, obtained with three different experimental 

resolutions, respectively 1.0, 0.5, and 0.3 eV, compared with a LFM simulation of the 1s3d 

quadrupole transition within the 1s2p RXES spectrum. (Figure prepared by Gyorgy Vanko, 

unpublished.)
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systems except Co3+(acac) have these two peaks. Co3+(acac) has only the fi rst peak. 

The 1s2p RXES images show that the fi rst peak has a broadening that runs in the 

vertical direction, while the second structure is a broad band-like feature that runs in 

the diagonal direction. This indicates that the fi rst peak is a 3d6 → 1s13d7 → 2p53d7 

local resonance, while the second peak is a 3d6 → 1s14p1 (3d-band) → 2p54p1

(3d-band) transition that occurs at a fi xed emission energy, where 4p1 (3d-band) means 

the off-site 3d state that is allowed by the nonlocal ED transition from the 1s core 

state, as discussed in Section 8.5.3. Co3+(acac) contains no close Co–Co distances 

hence no Co 3d-band and the second peak is absent. The intensity of the second peak 

is smallest in LiCoO2, bigger in AgCoO2, and largest in EuCoO3 and LaCoO3. This 

indicates that there is a direct relation between the relative importance of the 

 nonlocal dipole peak and the coupling between the two Co atoms via the oxygen. 

The Co–O–Co angle is 90° in LiCoO2 and ∼180° in LaCoO3 and EuCoO3, being 

FIGURE 8.48 The 1s2p RXES spectra of the two low-spin Co3+ systems EuCoO3 (a) and 

LiCoO2 (b). (Figure prepared by Gyorgy Vanko, unpublished.)
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intermediate in AgCoO2, as described in detail by Vanko et al. (2007). This indi-

cates that 180° Co1–O–Co2 allows for a much stronger coupling of the 4p states 

of Co2 via the oxygen 2p valence band with the empty 3d states of Co1, where we 

call this the nonlocal ED transition. These 1s2p RXES results lead to a refi ned 

interpretation of the pre-edges of the 3d transition metals, as follows:

 1. The pre-edge is caused by EQ transitions from 1s to 3d while the edge is 

caused by ED from 1s to 4p.

 2. There is a nonlocal ED peak that is caused by transition to the 4p states that 

are hybridized into the 3d-band. The hybridization is via oxygen to the near-

est metal neighbor where its strength is determined by the geo metry and 

degree of covalence. Because this nonlocal ED fi nal state is less localized, 

it is not so much affected by the core hole potential as the localized 3d 

states, and as such they appear at higher energies than the EQ peaks.

 3. If point symmetry is broken, as for example in tetrahedral symmetry, there 

is local mixing of the 4p and 3d states, yielding local dipole transitions into 

the localized 3d states. In this case, there are localized, mixed, 3d4p states 

that, being a single state, must be at the same energy.

We note that low-spin Fe2+ systems have the same t2g
6 ground state and Westre 

et al. (1999) indeed recognized an additional peak between the pre-edge and the 

edge, which identifi es with the nonlocal dipole peak. The nonlocal dipole peak also 

seems to be dominant in the Fe2O3 pre-edge and 1s2p RXES spectrum, which does 

not  correspond well to pure EQ calculations. 

8.5 IRON AND MANGANESE COMPOUNDS

8.5.1 Fe 1s2p RXES OF IRON OXIDES: 2D RXES IMAGES

We will use the 1s2p RXES spectra of iron oxides as examples to explain the advan-

tages of measuring a whole 2D RXES or RXES plane at the 1s3d EQ resonance. The 

2D RXES plane is measured as a function of the incident energy Ω and the emitted 

energy ω. The recorded intensity is proportional to F(Ω, ω) and is plotted in a two-

dimensional grid. One axis is given by the excitation energy Ω and the other axis is 

given by the emitted energy ω or the energy transfer Ω – ω. If the energy transfer is 

plotted, this implies that the horizontal axis relates to the K pre-edge and the vertical 

axis to the L edge. There are two different lifetime broadenings that are important 

for the 2D images, the lifetime broadening of the 1s intermediate state (Γ1s) and the 

Lorentzian of the fi nal state (Γ1s). Assuming a plot versus energy transfer, Γ1s runs 

horizontal and Γ2p runs vertical. In addition, an experimental spectrum is broadened 

by the energy bandwidths of the incident energy monochromator and the crystal 

analyzer. The incident energy broadening is in the horizontal direction and the ana-

lyzer broadening runs diagonal (along ω).

Figure 8.49 shows two 2D images of the 1s2p RXES spectrum of a Fe2+ system 

within the LFM model. It can be observed that the initial state broadenings run 

 horizontal in the left image and diagonal in the right image. This effectively implies 

9071_C008.indd   3939071_C008.indd   393 1/16/2008   9:41:02 AM1/16/2008   9:41:02 AM



394 Core Level Spectroscopy of Solids

that if the 2D image is plotted along the constant emitted energy (CEE) line, the 

resulting spectrum is a sharpened version of the x-ray absorption spectrum. We now 

discuss the possible cross sections. They are: 

 1. Constant incident energy (CIE) spectra, a vertical cross section at fi xed 

excitation energy (7112 eV in Figure 8.49). This relates to resonant x-ray 

emission spectra.

 2. Constant transferred energy (CTE) spectra, a horizontal cross section at a 

CTE in Figure 8.49a. In Figure 8.49b, the CTE scan is a diagonal cross 

section. A CTE implies that for all excitation energies, the same fi nal states 

are probed. This is a similar cross section as the constant fi nal state (CFS) 

spectra in resonant photoemission spectroscopy (RPES).

 3. CEE spectra, a diagonal cross section at a constant emission energy in 

Figure 8.49a. In Figure 8.49b, the CEE scan is a horizontal cross section at 

fi xed emission energy. This relates to the so-called “lifetime removed” or 

“lifetime suppressed” spectra. If the emission energy is taken at the peak 

position of the 1s2p NXES spectrum, the CEE spectrum is the sharpened 

version of the 1s XAS spectrum, which is called the high-energy resolution 

fl uorescence detected XAS (HERFD-XAS) or the ES with high-energy 

 resolution. Also, this CEE spectrum is sometimes referred to as the PFY.

In addition to these three cross sections, spectra can be measured (or created 

from a 2D image) with a broader analyzer resolution. In the limit that the 

complete pre-edge structure is included in such broad line scans, we call them 

FIGURE 8.49 A theoretical 2D image of the 1s2p RXES spectrum for Fe2+ using an experi-

mental broadening of 0.3 eV for both the monochromator and the detector resolution. The con-

tour plots indicate lines of equal intensity where the dark areas have the highest intensity. The 

difference between the two plots is that in plot (a) the vertical axis gives the energy transfer and 

in plot (b) it gives the emitted energy. The lines indicate the three different cross- sections, CIE, 

CEE, and CTE, as discussed in the text. (Reprinted with permission from de Groot, F.M.F., 

et al., J. Phys. Chem. B, 109, 20751, 2005. Copyright 2005 by the American Physical Society.)
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integrated spectra. In principle, this gives the three integrated analogs of the 

cross sections:

 1. Integrated incident energy (IIE) spectra, a vertical band centered on a fi xed 

excitation energy. This yields the total decay intensity of all intermediate 

states to the 2p fi nal states. 

 2. Integrated transferred energy (ITE) spectra, a horizontal band centered on 

a transferred energy in Figure 8.49a. In Figure 8.49b, the ITE scan is a 

diagonal band. Effectively, this implies that the complete decay at a certain 

excitation energy is integrated; in other words, this relates to total fl uores-

cence yield. 

 3. Integrated emission energy (IEE) spectra, a diagonal band centered on con-

stant emission energy in Figure 8.49a. In Figure 8.49b, the CEE scan is a 

horizontal band. Effectively, this also implies that the complete decay at a 

certain excitation energy is integrated; in other words, this also relates to 

total fl uorescence yield. 

Both an ITE scan and an IEE scan generate the same spectrum as long as the 

complete pre-edge is integrated. The behavior of ITE scans and IEE scans is differ-

ent above the edge where IEE scans follow the normal fl uorescence and as such 

relate to the total 1s2p FY.

Figure 8.50 shows the theoretical Fe 1s2p3/2 RXES spectra of four different iron 

oxides, respectively (a) the tetrahedral Fe2+ oxide FeAl2O4, (b) the octahedral Fe2+ 

oxide Fe2SiO4, (c) the octahedral Fe3+ oxide Fe2O3, and (d) the tetrahedral Fe3+ oxide 

FePO4. These spectra provide additional information versus the 2p XAS spectral 

shapes. In addition, it is possible to measure these 1s2p RXES spectra under essen-

tially any experimental condition, inside chemical reactors and at high temperatures 

and/or high pressures. This fi gure shows that in order to make full use of the possi-

bilities of 1s2p RXES, an overall experimental resolution of 0.3 eV is needed. 

For example, with this 0.3 eV resolution, the differences between tetrahedral and 

octahedral symmetry in Fe2+ oxides FeAl2O4 and Fe2SiO4 is clear. 

8.5.2 HERFD-XAS OF IRON OXIDES

Figure 8.51 shows the pre-edge region of the Fe K-edge x-ray absorption spectrum 

of Fe2SiO4 (fayalite) measured in two different ways. The bottom portion shows the 

Fe K pre-edge structure in a conventional absorption spectrum. The subtraction of 

the modeled main edge contribution from the XAS spectrum over the full energy 

range yields the isolated pre-edge feature. The pre-edge intensity for the spectra 

measured by normal XAS strongly depends on the details of the edge subtraction. 

The top portion of Figure 8.51 shows the Fe2SiO4 spectrum measured by 1s2p CEE 

scans, denoted as 1s2p HERFD-XAS. The small fl uorescence energy window 

selected by the high-resolution detector used in this experiment suppresses the back-

ground contribution due to lifetime broadening of the main edge. This results in an 

almost fl at signal before the pre-edge and no background needs to be extracted. The 

pre-edge integrated intensity and its energy center-of-gravity provide important 

information regarding the site symmetry and the valence of a metal ion. It is evident 
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that HERFD-XAS provides an enormous improvement with respect to normal XAS 

experiments in this respect.

Figure 8.52 shows the 1s2p HERFD-XAS Fe 1s x-ray absorption spectra of 

Fe2SiO4, FeAl2O4, Fe2O3, and FePO4 normalized to the edge jump. One observes a 

pre-edge structure around 7115 eV, followed by the absorption edge. The edge energy 

is 7118 eV for the divalent iron oxides and 7122 eV for the trivalent iron oxides. The 

onset of the edges is exactly identical for both divalent and trivalent iron oxides. At 

higher energies, differences occur between Fe2SiO4 and FeAl2O4 as well as between 

Fe2O3 and FePO4 because of differences in their empty DOS. The edge shift of 4 eV 

between Fe2+ and Fe4+ oxides is in agreement with the trends found in, for example, 

bulk Mn oxides (de Vries et al., 2003). These quantum chemical calculations show 

that it is not so much the valence itself, but the fact that the changes in the Mn 3d 

occupation and the Madelung potential do not compensate each other.

FIGURE 8.50 Theoretical 1s2p3/2 RXES spectra with an experimental broadening of 0.3 eV 

for both the monochromator and the detector resolution. The dark area relates to the peak maxi-

mum. The LFM parameters have been optimized for (a) FeAl2O4, (b) Fe2SiO4, (c) Fe2O3, and (d) 

FePO4. (Reprinted with permission from de Groot, F.M.F., et al., J. Phys. Chem. B, 109, 20751, 

2005. Copyright 2005 by the American Chemical Society.)
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8.5.3 Fe 2p XAS SPECTRA MEASURED AT THE Fe K EDGE

The CIE cross sections in Figure 8.49 allow one to measure essentially the metal 

L edges using K pre-edge excitation and 1s2p XES decay. This effectively allows 

one to measure soft x-ray absorption spectra with hard x-rays. Figure 8.53 shows 

three inelastic scattering spectra taken with the incident photon energy tuned to the 

pre-edge, respectively, the T2g peak (7113.4 eV) and the Eg peak (7114.8 eV). The 

peak positions of the spectral features in spectra (a) and (b) agree well with the main 

peaks in the 2p XAS spectrum. 

8.5.4 VALENCE SELECTIVE XAS 

The 1s3p NXES spectrum can be used to measure valence-selective XAS spectra in 

mixed-valent compounds. Figure 8.54 shows the 1s3p NXES spectrum of Prussian 

Blue (Fe4[Fe(CN)6]3). The spectra of Fe2O3 and K4Fe(CN)6 are included as models 

for the high-spin and low-spin Fe sites in Prussian Blue. Their normalized sum is 

superimposed, and is equivalent to the Prussian Blue spectrum. The valence-selectivity 

is achieved by tuning the emission analyzer to a particular  fl uorescence energy. 

FIGURE 8.51 The Fe K pre-edge feature of Fe2SiO4 (fayalite: Fe2+, Oh). Below: conven-

tional fl uorescence XAS spectrum (solid), cubic spline function used to model the background 

(dashed), and the isolated pre-edge (dots). Top: 1s2p-detected HERFD-XAS spectrum, no 

background subtracted. In both spectra the pre-edge is normalized to the average absorption 

intensity calculated around 7200 eV. (Reprinted with permission from Heijboer, W.M., et al., 

J. Phys. Chem. B, 108, 10002, 2004. Copyright 2004 by the American Chemical Society.)
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FIGURE 8.52 Experimental Fe 1s2p HERFD-XAS spectra of FeAl2O4 (dotted), Fe2SiO4 

(solid), Fe2O3 (solid with points), and FePO4 (dashed). (Reprinted with permission from de 

Groot, F.M.F., et al., J. Phys. Chem. B, 109, 20751, 2005. Copyright 2005 by the American 

Chemical Society.)

FIGURE 8.53 1s2p RXES spectra excited at the Eg pre-edge at 7114.8 eV (bottom), and at 

the T2g pre-edge of 7113.4 eV (middle), compared with the 2p XAS spectrum (top). (Reprinted 

with permission from Caliebe, W.A., et al., Phys. Rev. B, 58, 13452, 1998. Copyright 1998 by 

the American Physical Society.)
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The fl uorescence intensity is then recorded while the incident energy is scanned 

across the Fe 1s XAS spectrum. The contributions from the different Fe sites in 

Prussian Blue to such selective absorption scan depend on the chosen emission energy. 

The resulting 1s XAS do not represent the “pure” spectra from the respective sites, 

because the 1s3p NXES spectra overlap. It is therefore necessary to apply a mathe-

matical procedure to extract the pure 1s XAS spectra. This procedure provides two 

independent HERFD-XAS spectra for Fe2+ and Fe3+. It is noted that high-spin low-

spin systems are particularly suited for this technique because of the distinct change 

in 1s3p NXES spectra. Separating high spin Fe2+ from Fe3+, for example in Fe3O4 is 

more complicated as there is larger spectral overlap of their 1s3p NXES spectra.

8.5.5 Mn 2p3d RXES OF MnO

The Mn 2p3d RXES of MnO was measured by Butorin et al. (1996a) and recently by 

Ghiringhelli et al. (2006) with higher resolution. In Figure 8.55a and 8.55b, we 

show the result by Butorin et al. (1996a), where (a) shows the Mn 2p XAS and (b) the 

Mn 2p3d RXES spectra observed in the depolarized geometry are shown with 

the dots on the lower panel. The solid curves in the lower panel are the results of the 

atomic calculation, where the effect of the AM coupling is taken into account but the 

crystal fi eld and charge-transfer effects are disregarded. In MnO, the Mn 3d shell is 

fi lled by fi ve parallel-spin electrons to form a stable state, so that the hybridization 

FIGURE 8.54 1s3p XES spectra of Fe2O3 (solid), K4Fe(CN)6 (dashed) and Fe4[Fe(CN)6]3 

(solid). The Fe4[Fe(CN)6]3 is equal to the weighted sum of Fe2O3 and K4Fe(CN)6 spectra. This 

yields the estimated fraction of signal arising from high-spin Fe3+ component (dash-dotted). 

(Reprinted with permission from Glatzel, P., Jacquamet, L., Bergmann, U., de Groot, F.M.F., and 

Cramer, S.P., Inorg. Chem., 41, 3121, 2002. Copyright 2002 by the American Chemical Society.)
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FIGURE 8.55 (a) Experimental results of the Mn 2p XAS; (b) the related Mn 2p3d RXES 

(dots) of MnO, compared with the RXES spectra by atomic calculations (solid); (c) the same 

spectra, but the RXES spectra are obtained by high-resolution measurements for two polar-

ization geometries. [Reprinted with permission. Panels (a) and (b) from Butorin, S.M., et al., 

Phys. Rev. B, 54, 4405, 1996a; panel (c) Ghiringhelli, G., et al., Phys. Rev. B, 73, 035111, 

2006. Copyright 2006 by the American Physical Society.]
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effect between the Mn 3d and O 2p states is relatively weak, and the intensity of 

charge-transfer excitations in RXES is weak. The RXES structures within 7 eV from 

the elastic scattering (the origin of the abscissa) are due to the dd excitations, and 

they are in fair agreement with the atomic calculations partly because of the low 

experimental resolution 1.6 eV (FWHM).

The results of high-resolution experiments by Ghiringhelli et al. (2006) are 

shown in Figure 8.55c. The resolution is 0.3 eV (FWHM), more than fi ve times 

 better than that by Butorin et al. (1996a). Furthermore, the polarization dependence 

is also measured with the vertical and horizontal polarizations shown in Figure 

8.55c. The incident energies A, B, and C are almost equal to a, b, and c in the experi-

ments by Butorin et al. Comparing the RXES spectra of Figure 8.55 for these inci-

dent energies, we see that the dd excitation features given by almost a single peak 

in Figure 8.55b split into fi ve peaks in Figure 8.55c. Further, the charge-transfer 

excitations around −10 eV are seen more clearly in Figure 8.55c.

Theoretical analysis is made with the SIAM. The best fi t is obtained with the 

following parameters: Δ = 6.5 eV, Udd = 7.2 eV, Udc = 8.0 eV, V(eg) = −2V(t2g) = 1.8 eV, 

10 Dq = 0.5 eV, Rc = 0.8 eV, Rv = 0.9 eV and the width of the O 2p band W = 3.0 eV. 

The comparison with the experiment is made in Figure 8.56, where we show an 

expanded view of the dd region with excitation energies from B to F (the spectral 

structures are labeled s1 to s5 as in the panel C). In the L3 excitation region, the theory 

reproduces the structures s1 to s5 very well. Moreover, the sign of the dichroism 

(difference of the spectra with vertical and horizontal polarization geometries) is 

correct in almost all cases. Also in the L2 region, we fi nd a general agreement 

between theory and experiment but in a less detailed way especially as far as the 

dichroism is concerned. This is not surprising because the calculations do not include 

Coster–Kronig conversion that is dependent on the polarization.

In the comparison of the charge-transfer excitation with the experiment, it is 

important to avoid superposition with NXES not included in the calculations. This is 

possible at excitation energies near the L3 threshold where no sign of features at CEE 

is found and in the upper L2 range where most of the NXES is found at transferred 

energies higher than those of the charge-transfer excitations. The analysis is summa-

rized in Figure 8.56b giving very clear results in spite of the experimental noise. 

In fact, the features are rather broad but for our purposes, we can dramatically 

smooth the measured spectra (heavy solid lines). In Figure 8.56b, the theory and the 

experiment are normalized to the same height of the feature at −3.6 eV (averaged 

over the polarization) in the dd region. In cases A and B, the comparison with the 

experiment is excellent: the theory gives the charge-transfer excitations at the correct 

energies and with the correct intensity. Moreover, the theory predicts the correct 

dichroism that is much stronger in A than in B. In case C, there is also a  general 

agreement on the tails of the spectra and on the absence of dichroism, but the NXES 

going across the  spectra fi lls the valley around 6 to 7 eV. At the maximum energy of 

the present measurements (case H), the theory predicts a sizable charge transfer 

distribution whose intensity agrees with the measurements. Of course, in the 

 measurements, there is also an NXES contribution extending at higher transferred 

energies. In conclusion, the SIAM with the above parameters is very satisfactory 

both in the calculation of the dd and charge-transfer excitations. 
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8.5.6  Mn 2p3d RXES: INTERPLAY OF dd AND 
CHARGE TRANSFER EXCITATIONS 

In the theoretical calculations of dd excitations of Mn 2p3d RXES for MnO, 

Ghiringhelli et al. (2006) also made the LFM model calculations in addition to the 

CTM model calculations mentioned previously. They found that the results of LFM 

calculations could be in good agreement with the experimental ones if the value of 

10 Dq is taken as 1.0 eV (twice that used in the CTM calculation) and the Slater inte-

grals are rescaled to 75% (from 80% of the CTM calculation). As an example, we 

show in Figure 8.57, the result of the LFM calculation (lower panel) for the incident 

energy (C) and (E) compared with the experiment (upper panel). This suggests that 

the effect of hybridization (charge-transfer effect) can be approximately included in 

the LFM model by renormalizing the values of 10 Dq and Slater integrals. This situ-

ation is very similar to the calculation of XAS spectra discussed in Chapter 6.

In order to see the condition with which hybridization effect can be renormalized 

in the LFM model, Matsubara and Kotani (2007) made three different calculations for 

the 2p3d RXES of Mn2+ systems. Figure 8.58(a) shows the result using LFM calcula-

tions for various values of 10 Dq. Figure 8.58(b) and (c) show the results of using 

FIGURE 8.56 (a) Experimental and theoretical results of the Mn 2p3d RXES spectra in 

the dd excitation region of MnO; (b) in the charge transfer region. In (a) and H of (b), the experi-

mental and theoretical results are given by the upper and lower curves, respectively, and gray 

and black curves correspond to two different polarization geometries, vertical and horizontal 

geometries, respectively. In A–C of (b), the experimental and theoretical results are given in left 

and right. (Reprinted with permission from Ghiringhelli, G., et al., Phys. Rev. B, 73, 035111, 

2006. Copyright 2006 by the American Physical Society.)
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CTM calculations with the same parameter values as MnO, but Δ and V(eg) 

[= −2V(t2g)] are, respectively, changed for (b) and (c). The incident energy is fi xed at 

the maximum XAS peak [position (B) of Figure 8.55c], and the polarization geometry 

is the depolarized one. For simplicity, the rescaling of the Slater integrals is not made 

for the LFM calculations. The results of V(eg) = 1.8 eV in (b) and Δ = 6.5 eV in (c) 

corres pond to the RXES of MnO (not exactly the same as that in Figure 8.56), and that 

of 10 Dq = 1.0 eV in (a) is a good approximation for this case. Comparing (a) and (b), 

we see that the increase of 10 Dq in (a) gives the same trend of the spectral change as 

the increase of V(eg) in (b). This indicates that the increase of V(eg) causes the increase 

in the hybridization effect and the increase of the hybridi zation effect in the CTM 

model can be renormalized by an increase of 10 Dq in the LFM model. However, from 

the comparison of (a) and (c), we fi nd that the increase of the hybridization effect 

caused by the decrease of Δ in the CTM model cannot be renormalized by an increase 

of 10 Dq in the LFM model. From these results, we can get the condition of the 

 renormalizability of the hybridization effect in the LFM model, as shown below.

In the case of (b), the charge-transfer energy Δ is large. Thus, the dd excitation and 

charge-transfer excitation are well separated in their energy range, as shown in the 

upper panel of Figure 8.59. In this case, the effect of hybridization on the dd excitation 

can be approximately renormalized in the LFM model by rescaling the value of 

10 Dq. This can be understood if the separation of dd and charge transfer excitation 

FIGURE 8.57 The dd excitations of Mn 2p3d RXES of MnO for incident energy (C) and 

(E) calculated with LFM model (solid) and compared with the experimental result (points). 

The labels (C) and (E) refer to the excitation energies as indicated in Figure 8.55. Gray and 

black curves correspond respectively to the vertical and horizontal geometries. (Reprinted 

with permission from Ghiringhelli, G., et al., Phys. Rev. B, 73, 035111, 2006. Copyright 2006 

by the American Physical Society.)
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energies is large enough because the second-order perturbation with respect to the 

hybridization gives rise to an effective 10 Dq. Even if the second-order perturbation 

does not converge, an effective 10 Dq can be defi ned. On the other hand, the value of 

Δ is decreased in (c), the charge transfer and dd excitation energies overlap each other 

as shown in the lower panel of Figure 8.59, and then the LFM model breaks down. In 

this case, the interplay of dd and charge transfer excitations gives rise to complicated 

excitation modes, which cannot be obtained by the LFM calculations.

Finally, we would like to make two remarks. The fi rst one concerns the compari-

son of XAS and RXES. Even in XAS, the LFM theory breaks down, in principle, if 

the charge transfer and dd excitations overlap in the fi nal state. Even though they do 

not overlap, the LFM theory cannot describe the charge transfer excitation itself. 

FIGURE 8.58 Three different calculations of Mn 2p3d RXES in the dd excitation region. 

(a) Result of LFM calculations; (b) and (c) result of CTM calculations.
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However, as  mentioned in Chapters 3 and 6, the charge-transfer excitation is strongly 

suppressed in the fi nal state of XAS, and so the validity range of the LFM theory is 

very wide. In contrast, the charge transfer excitation is not very weak, in general, in 

RXES, and especially when a weak XAS satellite is tuned as the intermediate state 

of RXES, the charge-transfer excitation intensity is strongly enhanced in the RXES 

spectra. Therefore, care should be taken when applying the LFM theory to the calcu-

lation of RXES spectra. The second remark concerns the example of the system 

where the charge transfer and dd excitations overlap. In most insulating TM 

 compounds, the dd excitations seem to be described at least approximately by the 

LFM theory, but more detailed study will be required on this point. The situation is 

different for metallic systems and biological systems. Here, we only point out that 

the systems of a Mn impurity in a Ag host metal and a Mn monolayer on the Ag metal 

substrate would be examples of overlapping charge transfer and dd excitations as 

predicted theoretically by Taguchi et al. (2006).

8.5.7 Mn 1s4p RXES OF LaMnO3

Spin, charge, and orbital orderings in perovskite-type manganites have attracted 

much attention due to the affects of strong electron correlation in solids. LaMnO3 is 

a Mott insulator where the occupied 3d(eg) states exhibit an orbital-ordering below 

780 K. Inami et al. (2003) measured the Mn 1s4p RXES of orbital-ordered LaMnO3. 

An example of observed RXES spectra is shown in Figure 8.60 where RXES is 

 measured by changing the incident photon energy with the momentum transfer fi xed 

at (1.6, 1.6, 0). As indicated by the arrows, they observed three RXES features at 

2.5, 8, and 11 eV. The two higher energy features are interpreted as the charge trans-

fer excitations from O 2p bands to the Mn 3d and 4s/4p bands, while the 2.5 eV peak 

is ascribed to an orbital excitation across the Mott gap. In the ground state, the 

 occupied eg states of 3d(x2 − r2) and 3d(y2 − r2) orbitals are alternatively ordered 

 corresponding to the LHB states, so that the relevant orbital excitation occurs from 

these occupied orbitals to the empty eg states of 3d(y2 − z2) and 3d(z2 − x2) orbitals 

FIGURE 8.59 Schematic representation of two cases where the LFM model can describe 

the dd excitation (upper panel) and cannot describe it (lower panel). (From Taguchi, M., 

Kruger, P., Parlebas, J.C., and Kotani, A., Phys. Rev. B, 73, 125404, 2006. With permission.)
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to form the double occupancy of eg states (UHB) and a hole in the LHB. Theoretical 

calculations were also made for this 2.5 eV peak, and the small momentum disper-

sion of this peak, as well as the characteristic azimuthal angle dependence, was 

reproduced considerably well.

The effect of hole-doping in the Mn 1s4p RXES of La1−xSrxMnO3 (x = 0.2 and 

0.4) has also been studied by Ishii et al. (2004). For x = 0.4, the system is in the 

metallic ferromagnetic state, but the observed RXES spectra show that the inelastic 

excitation across the Mott gap persists around 2.0 eV. At the same time, the Mott gap 

is partly fi lled by low energy excitations, corresponding to the metallic behavior. For 

x = 0.2, the system is in the insulating paramagnetic state at high temperatures, but 

below 309 K, the metallic ferromagnetic state becomes more stable. Ishii et al. 

(2004) measured the temperature-dependence of the RXES intensity across the 

phase transition temperature for the low-energy excitations. They revealed that the 

temperature-dependence is anisotropic, the intensity increases with decreasing 

 temperature along the Q = 〈h00〉 direction, and there is almost no temperature-

dependence along the Q = 〈hh0〉 direction. This anisotropy might be caused by the 

anisotropy of  magnetic interaction, which is strongly correlated with the orbital 

anisotropy. A similar temperature-dependence of the RXES intensity along the 

Q = 〈h00〉 direction has also been reported by Grenier et al. (2005).

8.5.8 Mn AND Ni 1s3p XES: CHEMICAL SENSITIVITY

An x-ray emission transition involving core states is, in the fi rst approximation, not 

expected to be sensitive to the chemical nature of the absorbing atom. A 1s core hole 

FIGURE 8.60 Experimental results of Mn 1s4p RXES spectra of LaMnO3. Three inelastic 

excitations indicated with arrows are observed. (Reprinted with permission from Inami, T., 

et al., Phys. Rev. B, 67, 45108, 2003. Copyright 2003 by the American Physical Society.)
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is being replaced with a 3p core hole and as far as the charge is concerned, this will 

have very little infl uence on the valence electrons. From the local charge point-of-

view, the valence electrons do not notice that a 3p electron is fi lling a 1s core hole. 

This implies that the center of gravity of a 1s3p XES spectrum is only determined by 

the binding energy difference of the 1s and 3p core states, implying it is the same for 

all Mn systems, independent of valence, covalence, and spin state. Still, there is a 

large amount of literature concerning the determination of the valence and spin state 

from the 1s3p XES spectral shapes. The reason for this indirect chemical sensitivity 

is not the charge of the core hole, but the 3p core hole angular momentum and its 

very large exchange interaction with the 3d electrons. This makes the 3p core hole in 

the fi nal state sensitive to the amount of unpaired 3d electrons in the valence band.

Figure 8.61 shows the 1s3p XES spectra of three manganese oxides. There is a 

linear relationship between the spin state on the Mn atom and the peak position of 

the main peak. The reason for the shift of the main peak is that when the spin state 

increases, the exchange splitting increases and the intensity of the satellite moves 

away further from the center. To compensate for the increased shift of the satellite, 

the main peak is shifted a little further in the opposite direction, causing its effective 

shift. In Section 8.6, we will discuss how to obtain the spin state from the experi-

mental spectra in the most reliable manner.

Figure 8.62 might appear surprising as it shows distinct energy shifts of the main 

peak in a series of Ni2+ systems. Ni2+ is always high-spin and its spin state is S = 1 in 

all four cases. Still, the main peak shifts and this shift is actually linear with the 

charge-transfer energy of these four systems, where the same hoppings have been 

used. As discussed in Chapter 5, a larger charge transfer implies a more pure 3d8 

system. NiBr2 has more mixing of 3d9L and this effectively decreases the number of 

3d-holes; hence, the 3p3d exchange interaction decreases, moving the satellite closer 

to the main peak and shifting the main peak to the center.

FIGURE 8.61 1s3p XES in the Mn oxides MnO (solid), Mn2O3 (dash-dotted), and MnO2 

(dashed). (From Glatzel, P., and Bergmann, U., Coord. Chem. Rev., 249, 65, 2005. With 

 permission from Elsevier Ltd.)
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8.5.9 Mn 1s3p XES: K CAPTURE VERSUS X-RAY IONIZATION

The use of K capture isotopes allows the study of the effects of the excitation process. 

Recently, Bergmann et al. (1999) and Glatzel et al. (2003) compared the resonance 

x-ray excitation with K-capture excitation for MnO. In the x-ray excitation process, 

the 1s electron leaves the atom as a continuum electron, and the spectrum is calculated 

by coupling the 1s3p spectra to the 1s XPS spectrum. In the K-capture process, the 1s 

electron annihilates a proton and is captured in the core. The calculation is technically 

the same as that for x-ray excitation as given previously, but the difference is the 

ordering of the confi gurations. In the case of K capture, the 1s electron that has 

been “excited” has become part of the nucleus, implying that the total charge of the 

nucleus plus the 1s core level is not modifi ed. This implies that the outer valence elec-

trons hardly notice any effect on the positions of the various confi gurations and the 

energy difference between 1s13d5 and 1s13d6L is equal to that in the ground state. 

In contrast, an x-ray excited intermediate state has its 1s13d6L  confi guration lowered 

by the core hole potential. Experimentally, the K-capture spectrum is sharper, and the 

satellite structure is found at a lower energy. This can be explained from additional 

states in the x-ray excited spectrum (Glatzel et al., 2001, 2003).

Subsequently, we will develop the differences in the calculation between x-ray 

excitation and K capture in steps. We note that it is not always possible, or desirable, 

to describe the ground, intermediate, and fi nal states in all possible detail and a 

 number of approximations can be made in order to describe, and understand, the 

various RXES and NXES experiments. There are a number of useful approxima-

tions to  calculate the XES experiments:

 1. Using AMs.

 2. Using LFMs, that is, adding crystal fi eld effects.

FIGURE 8.62 1s3p XES in the Ni2+ systems, respectively NiF2 (dotted), NiO (solid), NiCl2 

(dash-dotted), and NiBr2 (dashed). (From Glatzel, P., and Bergmann, U., Coord. Chem. Rev., 

249, 65, 2005. With permission from Elsevier Ltd.)
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 3. Using charge transfer multiplets (CTM), that is, adding charge-transfer effects.

 4. In the case of NXES experiments, the lowest intermediate state can be used, 

or the 1s XPS spectrum can be used to generate the full NXES spectral shape.

We will go through these four approximations for a comparison between x-ray 

excited and K-capture 1s3p XES for the example of a 3d5 Mn2+ system, where we 

assume that within the CTM model, the 3d5 confi guration is mixed with 3d6L.

8.5.9.1 Atomic Multiplet Calculation

The ground state of Mn2+ has its fi ve spin-up electrons fi lled. The fi ve spin-down 

states are empty. It is assumed that the core hole creation does not modify the valence 

electron situation. The x-ray excited intermediate state has a 1s13d5ε confi guration, 

where ε is a free electron that is assumed not to affect the decay. After the 1s3p 

decay, the fi nal state is 3p53d5. In the case of K-capture, the initial state is 55Fe that is 

transferred to 55Mn after K-capture has modifi ed a proton to a neutron. The differ-

ence with the x-ray excited transition is the absence of the free electron because the 

electron has been captured by the nucleus

 x-ray: 3 1 3 3 3
5 1 5 5 5

d s d p dÆ Æ( ) ( )e e  (8.25)

 K-cap: 3 1 3 3 3
5 1 5 5 5

d s d p dÆ Æ .  (8.26)

It can be observed from these equations that within the AM calculation, the same 

calculation is performed for the NXES transition and we neglect any infl uence from 

the excited electron (ε). The spectral shape of the NXES calculation consists 

of two structures separated by the 3p3d exchange interaction. Assuming an Mn2+ 

ion, the atomic ground-state symmetry is 6S. In the 1s13d5 confi guration, the total 

symmetry can be found by multiplying the 1s electron with the 6S symmetry of the 

3d electrons. This either gives a 5S state for antiparallel alignment of the 1s and 3d 

electrons or a 7S for parallel alignment. Both states are split by the 1s3d exchange 

interaction, which is in the meV energy range. The dipole selection rules imply that 

transitions are possible from 5S to 5P and from 7S to 7P, with the energy difference 

between 5P and 7P given by the 3p3d exchange interaction. Writing out all symmetry 

combinations, three 5P states and one 7P state are found. 

Figure 8.63 (bottom) shows the atomic multiplet spectrum for which the 3d and 

3p spin–orbit couplings have been set to zero. The overall intensities of the states are 

7 : 5 for the 7P against the 5P states. The main peak is the 7P state. The shoulder and 

the satellite are the two main 5P states. The satellite is related to the antiparallel 

aligned 3p and 3d electrons, while the shoulder relates to a 3d confi guration different 

from the 6A1 ground state. The three 5P states are linear combinations of the three 

LS-like atomic states that are mixed by the strong 3p3d as well as 3d3d multiplet 

effects. Figure 8.63b shows the effects of the atomic 3p and 3d spin–orbit coupling. 

Essentially, the 7P and 5P states are split into their three substates 7P4, 
7P3, and 7P2. 

The situation for the 5P states is similar, and the satellite is split into 5P3, 
5P2, and 5P1. 

Comparing spectra a and b of Figure 8.63, it can be seen that the effects of the spin–

orbit  coupling on the broadened spectral shapes are minimal.
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8.5.9.2 LFM Calculation

Figure 8.63c shows the effects of the addition of a cubic crystal fi eld of 2.0 eV. 

Compared to Figure 8.63b, it can be seen that after broadening the sticks with the 

experimental and lifetime broadening, few changes are visible. This implies that 

1s3p x-ray emission spectra are not very sensitive to the details of the crystal-fi eld 

effects. The positive aspect of this observation is that one can assume that the 1s3p 

x-ray emission spectra are virtually the same for all high-spin divalent manganese 

systems. This fi nding is important for the use of the 1s3p x-ray emission channel for 

selective x-ray absorption measurements. Figure 8.63d shows the effect of a cubic 

crystal fi eld of 4.0 eV where a completely different spectrum is found. The reason is 

that the ground-state symmetry has changed from 6A1 to 2T2. Thus, only one unpaired 

3d electron remains, leading to a very small 3p3d exchange splitting and essentially 

no satellite. It is evident that 1s3p x-ray emission will immediately show that a  system 

is in its high-spin or low-spin state.

8.5.9.3 Charge Transfer Multiplet Calculation

Describing XES with one confi guration, in general, does not result in a very good 

approxi mation. The main reason is that, in the 1s excitation step, major screening 

occurs. Essentially, a core electron is being removed, implying a core charge that 

has increased by one. This pulls down the valence 3d electrons by the core hole 

potential, as described in detail in Chapter 5 for XPS. Since the 3d electrons are 

pulled down in a larger energy than the 4s and 4p electrons, the intermediate-state 
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FIGURE 8.63 Theoretical 1s3p XES calculated with the AM (bottom) and LFM (middle) 

models. Middle: The spin–orbit couplings are set to their atomic values (solid). A cubic 

 crystal fi eld of 2.0 has been added (dotted). A cubic crystal fi eld of 4.0 eV has been added 

(dashed). Top: Difference between b and c (*10). (Reprinted with permission from de Groot, F., 

Chem. Rev., 101, 1779, 2001. Copyright 2001 by the American Chemical Society.)
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confi gurations will be different from the ground-state confi gurations. Essentially, 

the core hole potential U1s3d has to be subtracted from the ground state energy posi-

tions as used in the charge transfer model. This implies that the energy of 1s13d6L is 

Δ − U1s3d where, in the case of K-capture, its energy is identical to the ground state at 

Δ, as indicated in Figure 8.64.

 
X-ray: d d L s d s d L p d p d L3 3 1 3 1 3 3 3 3 3

5 6 1 5 1 6 5 5 5 6+ + +Æ Æ( ) ( )e e  (8.27)

 
K-cap: d d L s d s d L p d p d L3 3 1 3 1 3 3 3 3 3

5 6 1 5 1 6 5 5 5 6+ + +Æ Æ  (8.28)

An approximation that is often used in the calculation of the 1s3p XES spectrum is 

the assumption that only the lowest energy intermediate state has to be used to 

 calculate the spectral shape. It is implicitly assumed that all intermediate states 

decay to the “intermediate ground state.” This “relaxed” model has been used in 

the calculations of the 1s3p x-ray emission spectra of divalent nickel compounds 

(de Groot et al., 1994a). 

8.5.9.4 Coherent Calculation of Mn 1s3p NXES Spectra 

The “relaxed” charge transfer model is probably not the correct model. It is a better 

approach to assume that the intermediate states do not relax and, in fact, that NXES 

is still a coherent second-order optical process. This implies that, in the case of x-ray 

 ionization, the 1s XPS spectral shape is calculated with Equation 8.27, and for all 

these intermediate states, the 1s3p x-ray emission spectral shape is also calculated. 

FIGURE 8.64 Ordering in the CTM model for 1s3p XES compared for x-ray ionization and 

K capture. (Reprinted from Glatzel, PhD thesis, 2001.)
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One then combines the 1s3p XPS excitation with the 1s2p XES decay. In the case of 

K capture, it is a valid assumption to assume that the ordering of the intermediate 

states is not affected by the capture process of the 1s electron because of the charge 

 neutrality of the core + 1s states. This implies that the 1s core state has the same 

combination of 1s13d5 and 1s13d6L as the initial state. 

Figure 8.65 shows the comparison between the coherent CTM calculations and 

the experiments for the 1s3p XES spectra for K capture in 55Fe2O3 and x-ray ioniza-

tion in MnO. The observed additional broadening for the x-ray ionized spectrum is 

reproduced in the calculations. The cause for this extra broadening is mainly due to 

the different 1s3p XES spectra of the different intermediate states. Unfortunately, the 

experimental spectra lack structure, so it is not possible to further fi ne tune the differ-

ences in the electronic structure parameters for both situations. It is noted that 1s XPS 

would map the intermediate states experimentally, but no data is available as yet. 

With the recent efforts to measure hard x-ray photoemission spectroscopy (HAXPS) 

spectra, it should also become possible to measure detailed 1s XPS spectra.

8.6 EARLY TRANSITION METAL COMPOUNDS

We now discuss the RXES of early TM compounds. CaF2, ScF3, TiO2 are nominally 

d0 systems. In these d0 systems, the ground state is the bonding state of the d0 and d1L 

FIGURE 8.65 Comparison between calculated (solid) and experimental (points) 1s3p NXES 

spectra for (a) the K capture in 55Fe2O3 and (b) for MnO after x-ray ionization. The theoretical 

curves in (b) show the spectrum resulting from the bonding (top) and antibonding (bottom) 

combinations in the intermediate states. (Reprinted from Glatzel, PhD thesis, 2001.)
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confi gurations (also with a small mixing with the 3d2L2 confi guration). We introduce 

some basic aspects of RXES, using a 3d0 ground state description of CaF2 as an 

example. Then, we show that the 2p3d RXES of d0 systems exhibits dramatic polari-

zation dependence for the polarized and depolarized geometries. We also discuss the 

RXES of dn (n = 1, 2, 3) systems.

8.6.1 Ca 2p3s RXES IN CaF2

The 2p3s RXES spectra of CaF2 is now discussed. CaF2 is now discussed is an ionic 

compound that can be well approximated with a pure Ca2+ 3d0 ground state. 

Performing a 2p3s RXES experiment fi rst involves a 2p XAS excitation, followed by 

the detection of the 2p3s XES decay. The 2p XAS spectrum of Ca2+ ions follows an 

analog description to the 2p XAS spectrum of Ti4+ ions, as discussed in Chapter 4. 

The ground state is 3d0 1A1. The 2p XAS fi nal states must have J = 1 character and 

there are three such states for an atom (1P1, 
3P1, and 3D1), where the actual fi nal states 

are mixtures of these three LS confi gurations. A cubic crystal fi eld branches a J = 1 

fi nal state to T1 symmetry and adds another four states to the 2p53d1 fi nal state matrix 

elements with T1 symmetry. In total, this yields a 1 × 7 transition matrix element.

The 2p3s XES decay yields a fi nal state with a 3s13d1 confi guration. This confi g-

uration is split by three interactions: (a) the 3s3d exchange interaction, (b) the cubic 

crystal fi eld and (c) the 3d spin–orbit coupling. The 3d spin–orbit coupling is small 

and can be neglected. The fi nal state symmetries are found after multiplication of the 

term symbols of a 3s electron times a 3d electron, that is, 2S ⊗ 2D = 1D and 3D atomic 

states. The cubic crystal fi eld splits both states into 1T2 and 1E, respectively 3T2 and 
3E. These four states are the four peaks that will be visible in the spectral shapes. 

The actual calculations are performed in double group symmetry because of the 

large 2p spin–orbit coupling in the intermediate state. Adding the 3d spin–orbit 

 coupling in the 3s13d1 fi nal state splits the 3E state into T1 and T2 and the 3T2 state into 

A2, E, T1, and T2. Both singlet states are not split. 

Table 8.2 shows the confi guration, atomic symmetries, and LFM symmetries of 

the 3d0 ground state, 2p53d1 intermediate states, and 3s13d1 fi nal states. It turns out 

that seven out of the eight 3s13d1 fi nal states have fi nite intensity in the 2p3s RXES 

experiment. Only the A2 symmetry state cannot be reached from the T1 symmetry 

intermediate state. The next task is to calculate the energies and transition matrix 

elements of the 2p XAS excitation and the 2p3s XES decay. These matrix elements 

are inserted into the Kramers–Heisenberg formula:
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(8.29)

This yields seven matrix elements for the 2p3d excitation and a 7 × 7 matrix with 

49 matrix elements for the 2p3s decay. As mentioned previously, the seven 3s13d1 

fi nal states group into four quasi-degenerate states.
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Figure 8.66 shows the stick spectrum of the 2p3s RXES excitation. The stick 

spectrum is not obtained via the Kramers–Heisenberg formula, but by multiplying 

the 2p XAS intensities by the 2p3s XES intensities; in other words, by neglecting 

broadening and interference effects. The seven excitation energies and their decay to 

the seven 3s13d1 fi nal states can be observed, visible for four different energies.

Figure 8.67 shows the same 2p3s RXES spectral shape, after inclusion of the life 

time broadenings and the experimental resolution, by using Equation 8.29. A land-

scape with four major peaks is observed. The main peaks are related to the transition 

highest energy transitions of the L3 edge, respectively the L2 edge to the 3s13d1 states 

where the 3d1 state is given as an eg electron. Since the fi nal state is pure in t2g against 

eg character, this also implies that the highest energy transitions of the L3 edge and 

the L2 edge are mainly eg in character. The four main peaks can all be described, 

approximately, as 3d0 → 2p5eg → 3s1eg. In addition, there are four smaller peaks that 

can be described as 3d0 → 2p5t2g → 3s1t2g. It is noted that the fi nal state is pure in 

FIGURE 8.66 Intensity line plot of the RXES cross sections, calculated as the x-ray absorp-

tion intensity times the x-ray emission intensity. (Reprinted with permission from de Groot, 

F.M.F., Phys. Rev. B, 53, 7099, 1996. Copyright 1996 by the American Physical Society.)

TABLE 8.2
Atomic Symmetries Are Given for the 3d0 Ground State, the 2p53d1 
Intermediate States, and the 3s13d1 Final States

Conf. Atomic Symmetry Atomic J Values Allowed Cubic Symmetries

3d0 1S 1S 0 A1

Dipole 1P 1P 1 T1

2p53d1 2P ⊗ 2D 1P, 1D, 1F
3P
3D
3F

1, 2, 3

0, 1, 2

1, 2, 3

2, 3, 4

(T1), (E, T2), (A2, T1, T2)

(A1), (T1), (E, T2)

(T1), (E, T2), (A2, T1, T2)

(E, T2), (A2, T1, T2), (A1, E, T1, T2)

Dipole 1P 1P 1 T1

3s13d1 2S ⊗ 2D 1D 
3D

2

1, 2, 3

(E, T2)

(T1), (E, T2), (A2, T1, T2)

Note:  The atomic double group J-values are given and the last column gives their projections to cubic 

symmetry in double group notation.
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crystal fi eld character and can, in principle, be used as a selective detector for the 

eg, respectively t2g, character of the 2p53d1 intermediate states (de Groot, 1996).

The 2p3s RXES experiments on CaF2 have been performed by Rubensson et al. 

(1994). They measured the 2p3s x-ray emission spectra at several positions within 

the 2p x-ray absorption edge. Most details of these RXES experiments are repro-

duced by the LFM calculations for Ca2+ as sketched previously (de Groot, 1996). 

There is a complication with 2p3s RXES experiments that creates a signifi cant 

 difference between the calculated spectra and experiment. This is the fact that a 3s 

core hole state in calcium will always have a strong interaction with a state that had 

two 3p holes and an extra 3d valence electron. This mechanism is similar to the situ-

ation of 3s XPS as discussed in Chapter 5 (Bagus, 1973). The 〈3s3d⎮1/ r⎮3p3p〉 matrix 

element is strong because the energy difference between 3d3d and 3p3p is small, 

which is an example of the near degeneracy effect (NDE) (Bagus et al., 2004, 2006). 

Dallera et al. (2003) included this 3s3d to 3p3p confi guration interaction into the 

simulation of the 2p3s RXES spectra of CaF2 and excellent agreement was obtained.

8.6.2 Ti 2p3d RXES OF TiO2: POLARIZATION DEPENDENCE

The polarization dependence in the Ti 2p3d RXES of TiO2 was calculated by 

Matsubara et al. (2000) and measured by Harada et al. (2000). The calculation of 

RXES spectra is made with the TiO6 cluster model with Oh symmetry. The used 

parameter values are Δ = 2.9 eV, V(eg) = 3.4 eV, Udd = 4.0 eV, Udc = 6.0 eV and 10 Dq = 

1.7 eV. The results are shown in Figure 8.68, where the Ti 2p XAS and 2p3d2p 

RXES are shown in Figure 8.68a and 8.68b, respectively. The incident photon energy 

in RXES is taken at positions a–h, in the XAS spectrum. The spectral structure is 

FIGURE 8.67 Intensity plot of the 2p3s RXES cross sections, calculated using Equation 

8.29, which includes interference effects. The excitation energy (h-Ω) is given on the x axis 

and the fi nal-state energy (h- Ω − h-ω) on the y axis. A Gaussian broadening of 0.5 eV has been 

used, together with the lifetime broadenings Γ2p = 0.2 eV and Γ3s = 0.4 eV. (Reprinted with 

permission from de Groot, F.M.F., Phys. Rev. B, 53, 7099, 1996. Copyright 1996 by the 

American Physical Society.)
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divided into three categories: (i) elastic line at 0 eV, (ii) inelastic spectra at 7 and 

9 eV, and (iii) inelastic line at 14 eV. The mechanism of these spectra is explained by 

the energy level scheme shown in Figure 8.69.

The ground state of TiO2 is the bonding state between the 3d0 and 3d1L confi gura-

tions, and the antibonding state is located about 14 eV above the ground state. Both 

bonding and antibonding states are specifi ed by irreducible representation A1g of the 

Oh symmetry group. In addition to these states, there are nonbonding 3d1L states 

with T1g, T2g, and Eg symmetries about 7–9 eV above the ground state. When a Ti 2p 

electron is excited to the 3d state by the incident photon, we have 2p53d1 and 2p53d2L 

confi gurations, which are mixed strongly by the covalence hybridization. The main 

peak of the Ti 2p XAS corresponds to the bonding state between the 2p53d1 and 

2p53d2L confi gurations, while the satellite corresponds to the antibonding state between 

FIGURE 8.68 Calculated results of (a) Ti 2p XAS and (b) Ti 2p3d RXES of TiO2 with 

TiO6 cluster model. (From Matsubara, M., et al., J. Phys. Soc. Jpn., 69, 1558, 2000. With 

permission.)
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them. The intensity of the satellite is very weak because of the phase cancellation 

between the wave functions of the ground and photo-excited states. Also, the x-ray 

absorption is almost forbidden to the nonbonding 2p53d2L states. In Figure 8.69, we 

disregard the effects of the spin–orbit splitting of the 2p states and the crystal fi eld 

splitting of the 3d states, for simplicity. If we take into account these effects, the main 

peak (and also the satellite) splits into four peaks, as seen in Figure 8.68. 

The resonantly excited intermediate states, which correspond to the main peak 

and the satellite of the XAS, decay radiatively to each fi nal state of RXES (i.e. the 

bonding, nonbonding, and antibonding states). The categories (i), (ii), and (iii) of the 

calculated spectra correspond to the bonding, nonbonding, and antibonding fi nal 

states, respectively. Spectrum (ii) has two peaks, which correspond to the crystal 

fi eld splitting of the nonbonding 3d1L confi guration [3d1(t2g)L and 3d1(eg)L]. Spectrum 

(iii) occurs for the incident photon energy tuned to the satellite of the XAS spectrum. 

This is because the XAS satellite corresponds to the antibonding intermediate state 

of RXES, so that the intensity of the antibonding fi nal state is dramatically enhanced. 

The spectra (i) and (iii) are allowed only for the polarized geometry, while spectrum (ii) 
is allowed for both polarized and depolarized geometries. 

The mechanism of the polarization dependence of the RXES spectra is as 

 follows. The spin–orbit interaction is neglected for simplicity although it is included 

in the calculation in Figure 8.68. Since the ground state symmetry of TiO2 is A1g and 

the electric dipole transition operator (both for x-ray absorption and emission pro-

cesses) is represented by T1u, the irreducible representations in the fi nal state are 

given by reducing the product representation A1g ⊗ T1u ⊗ T1u. In order to obtain the 

selection rule for the polarized and depolarized geometries, we take the scattering 

plane as the zx plane and the component of the dipole excitation operator as T1u(y) for 

FIGURE 8.69 Schematic representation of the Ti 2p3d RXES transition of TiO2. (From 

Matsubara, M., et al., J. Phys. Soc. Jpn., 69, 1558, 2000. With permission.)
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the polarized geometry and as T1u(z) for the depolarized geometry. Then, the 

 irreducible representations allowed in the fi nal state of RXES are given by

 

A T T A , E , T , T1g 1u 1u 1g g 1g 2gƒ ƒ =
=
Â ( ) ( ) ,

,

y
x y

g
g  

(polarized)  (8.30)

 

A T T T , T ,1g 1u 1u 1g 2gƒ ƒ =
=
Â ( ) ( )

,

z
x y

g
g  

(depolarized) (8.31)

Therefore, the elastic peak (bonding state) and the 14 eV inelastic peak (antibonding 

state) are allowed for the polarized geometry, but they are forbidden for the depolar-

ized geometry. The nonbonding states are allowed both for the polarized and depolar-

ized geometries. The results of Equations 8.30 and 8.31 are easily found from the 

Clebsch–Gordan coeffi cients 〈Γ′γ Γ′′ γ ′′⎮Γγ 〉 listed in Table 8.3, where both Γ′ and 

Γ′ are the T1u representation. The irreducible representations in Equation 8.30 are Γ 

which makes 〈Γ′γ ′ Γ′′ γ ′′⎮Γγ 〉 nonzero for Γ′(γ ′) = T1u(y) and Γ′′(γ ′′) = T1u(x) or 

T1u(y), and those in Equation 8.31 are for Γ′(γ ′) = T1u(z) and Γ′′(γ ′′) = T1u(x) or T1u(y). 

Experimental results of RXES for TiO2 is shown in Figure 8.70. The three categories 

of RXES spectra (i) to (iii) are clearly seen, in addition to the spectra indicated by the 

vertical bars, which are absent in the calculated results (Figure 8.68). The elastic 

 scattering peak at 0 eV (category i) and the inelastic one at 14 eV (category iii) are 

allowed only for the polarized geometry, and the intensity of the 14 eV peak is 

 dramatically enhanced when the incident photon energy is tuned to the satellite of the 

XAS spectrum. Near the middle of the elastic (0 eV) and inelastic (14 eV) scattering 

peaks, there are inelastic scattering spectra (category ii), which are allowed both for 

the polarized and depolarized geometries. These results are in good agreement with 

the calculated ones. The spectral width of (ii) is much larger than that of the calcu-

lated result, and this broadening comes mainly from the energy bandwidth of the O 

2p states, which is disregarded in the cluster model. 

It is to be mentioned that some differences between the calculated and experi-

mental results is seen for the Ti 2p XAS. The second peak of the main structure is 

split into two in the experiment, but only one peak is seen in the calculation. This 

TABLE 8.3
Clebsch–Gordon Coeffi cients 〈Γ′γ′Γ ′γ′ Γ″Γ″ γ ″γ ″⎮ΓγΓγ〉 for T1 × T1

Γ′Γ′(γ ′) Γ″Γ″(γ ″) Γ(γ)Γ(γ)

A1 E(3z2 − r2) E(x2 − y2) T1(x) T1(y) T1(z) T2(yz) T2(zx) T2(xy)
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FIGURE 8.70 Experimental results of (a) Ti 2p XAS and (b) Ti 2p3d RXES of TiO2. (From 

Matsubara, M., et al., J. Phys. Soc. Jpn., 69, 1558, 2000. With permission.)

discrepancy is due to the approximation that the local symmetry around Ti is treated 

as Oh, but actually it is D2h. The lower symmetry calculation reproduces this splitting 

correctly, as has also been discussed in Chapter 6.

Now, we discuss the origin of the spectra, indicated by the vertical bars in 

Figure 8.70. The energy position of these bars changes almost proportionally to the 

change of the incident photon energy, so that the emitted photon energy is almost 

independent of the incident photon energy, similar to the NXES spectrum, which is 

usually observed for the incident photon energy well above the XAS threshold. In 

the experimental result in Figure 8.70, however, these spectra are observed near the 

XAS threshold (so-called NXES-like spectra). Idé and Kotani (1998, 2000) calcu-

lated RXES with a one-dimensional d-p model (a simplifi ed version of the nominally 
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3d0 system) with multi-TM sites. They showed that NXES-like spectra are absent in 

the cluster with a single transition metal site but, for larger clusters, NXES-like 

spectra can occur near the XAS threshold because of the existence of spatially 

extended XAS fi nal states (RXES intermediate states) due to the effect of multi-

transition-metal sites. Therefore, in order to reproduce the NXES-like spectra of 

TiO2, it is necessary to extend the cluster size to be larger than the TiO6 cluster. 

This mechanism of the NXES-like spectra is similar to that observed in NiO, but 

now the intermediate states with continuous excitation energy occur due to the multi-

metal-sites effect, whereas they occur in NiO as energy continuum of the charge-

transfer satellite in XAS.

8.6.3 Sc 2p3d RXES OF THE ScF3, ScCl3, AND ScBr3

The Sc 2p3d RXES of ScF3, ScCl3, and ScBr3 were calculated by Matsubara et al. 

(2000, 2004) with the ScX6
 (X = F, Cl, and Br) cluster model. These calculations are 

similar to the calculations for TiO2. The main difference in the electronic states of 

Sc halides and TiO2 is that the charge-transfer energy Δ of Sc halides is much larger 

than that of TiO2. The value of Δ is 11.5, 6.0, 5.5, and 2.9 eV for ScF3, ScCl3, ScBr3, 
and TiO2, respectively. As a result, the nonbonding excitation energy in RXES of Sc 

halides is very close to the antibonding excitation energy. For instance, the  calculated 

Sc 2p3d RXES spectra of ScF3 are shown in Figure 8.71 (right), where the nonbond-

ing excitation energies are about 12 and 14 eV [for 3d1L states with 3d(t2g) and 3d(eg), 

respectively] and the antibonding excitation energy is about 16 eV. The selection rule 

for the polarized and depolarized geometries is the same as that in TiO2, but the 

experimental measurements of RXES for Sc halides have so far been made only in 

the depolarized geometry.

An interesting point found from the theoretical calculation is that the resonance 

behavior of the nonbonding 3d1(eg)L and 3d1(t2g)L fi nal states is somewhat different 

for ScF3 and ScCl3. Figure 8.71 shows that for ScF3 the intensity of 3d1(t2g)L [indicated 

by I(t2g)] is enhanced for the incident energy tuned to the 2p53d1(t2g) peaks a and c, and 

that of 3d1(eg)L [indicated by I(eg)] is enhanced for the incident energy tuned to 

2p53d1(eg) peaks b and d. This is a normal behavior. On the other hand, for ScCl3 as 

shown in Figure 8.71, the resonance behavior for the incident energies a, b, and c is 

similar to the case of ScF3, but for d the intensity of the 3d1(t2g)L peak is more 

enhanced than the 3d1(eg)L peak. Namely, the behavior in ScCl3 is anomalous for the 

2p53d1(eg) intermediate state of the 2p1/2 core hole so that the intensity of the 3d1(t2g)L 

fi nal state is enhanced. A similar anomaly is also found for ScBr3. This anomaly in 

the resonant enhancement was also confi rmed by experimental observations and 

explained  theoretically by the 3d state in the XAS peak d being almost a pure eg state 

for ScF3, but a strong mixture between eg and t2g states for ScCl3 and ScBr3, because 

of the stronger hybridization effect as well as the multiplet coupling effect.

8.6.4 TM 2p3d RXES OF dn (n = 1, 2, 3) SYSTEMS

Extending the study for the d0 systems TiO2 and Sc halides, the polarization depen-

dence in 2p3d RXES of TM compounds are studied for dn systems with n = 1, 2, and 

3 (TiF3, VF3, and Cr2O3), both theoretically and experimentally, by Matsubara et al. 

(2002). From group theoretical consideration, the selection rule in RXES is easily 

9071_C008.indd   4209071_C008.indd   420 1/16/2008   9:41:17 AM1/16/2008   9:41:17 AM



Resonant X-Ray Emission Spectroscopy 421

obtained for each system. In Table 8.4, we show the irreducible representations of the 

ground state and the allowed fi nal states in polarized and depolarized geometries. 

From this table, it is seen that the bonding and antibonding fi nal states are allowed 

for TiF3 (with T2g ground state) and VF3 (with T1g ground state) in both polarized and 

depolarized geometries, whereas they are forbidden for Cr2O3 (with A2g ground state) 

in the depolarized geometry (as in the case of d0 system).

In Figure 8.72, the calculated and experimental results of XAS and RXES  spectra 

for TiF3 are shown. It is seen that the elastic peak is allowed for both polarized and 

depolarized geometries, but the intensity of antibonding and nonbonding charge 

transfer excitations is too weak to be clearly seen. The strong inelastic peak about 

2 eV from the elastic peak is due to the crystal fi eld excitation (dd excitation), which 

is absent in TiO2. Generally, with increasing 3d electron number n, the spectral struc-

ture of RXES becomes more complicated because of the crystal fi eld and multiplet 

coupling effects. On the other hand, the polarization dependence of RXES, as well as 

the strength of the antibonding resonance, is shown to become weaker with increas-

ing n due to the decreasing hybridization effect and the increasing energy spread of 

FIGURE 8.71 Calculated results of ScF3 (right) and ScCl3 (left). The upper panel is the Sc 

2p XAS and the lower panel is the Sc 2p3d RXES with ScX6 cluster model (X = F and Cl). 

(From Matsubara, M., et al., J. Phys. Soc. Jpn., 73, 711, 2004. With permission.)
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TABLE 8.4
Ground State Symmetries and the Allowed Final State 
Symmetries of Each Compound

Final States

Compounds Ground State Polarized Depolarized

TiO2 (d
0) A A1, E, T1, T2 T1, T2

TiF3 (d
1) T2 A1, A2, E, T1, T2 A1, A2, E, T1, T2

VF3 (d
2) T1 A1, A2, E, T1, T2 A1, E, T1, T2

Cr2O3 (d
3) A2 A2, E, T1, T2 T1, T2

FIGURE 8.72 Calculated (left) and experimental (right) results of (a) Ti 2p XAS and (b) Ti 2p3d 

RXES for TiF3. (From Matsubara, M., Uozumi, T., Kotani, A., Harada, Y., and Shin, S., J. Phys. 
Soc. Jpn., 71, 347, 2002. With permission.)

9071_C008.indd   4229071_C008.indd   422 1/16/2008   9:41:18 AM1/16/2008   9:41:18 AM



Resonant X-Ray Emission Spectroscopy 423

the multiplet structures. As a result, the polarization dependence in dn (n = 1, 2, 3) 

systems is less dramatic than that in d0 systems, even for Cr2O3 with essentially the 

same selection rule as TiO2.

8.6.5 V 2p3d RXES OF VANADIUM OXIDES

The V 2p3d RXES of V compounds, V2O3, VO2, NaV2O6, and V6O13, were measured 

by Schmitt et al. (2002, 2004a,b) and some of the results were theoretically  analyzed 

by cluster model calculations and energy band calculations of the density functional 

theory. For a Mott insulator, NaV2O6, for instance, a sharp RXES peak at about 

1.7 eV and a broad RXES peak around 6.5 eV are observed and assigned to the dd 

excitation and the charge-transfer excitation, respectively (see Figure 8.73). More 

recently, very similar RXES spectra with a sharp peak at 1.6 eV and a broad one 

around 7 eV have been observed for the mixed valence compound V6O13, and natu-

rally assigned to the dd excitation and the charge transfer excitation, respectively, 

quite consistently with the cluster model calculations. On the other hand, essentially 

the same RXES spectra were measured for NaV2O6 by Zhang et al. (2002), but the 

lower energy peak (they denoted it as “−1.56 eV energy loss feature”) is interpreted 

in a different way. Zhang et al. (2002) calculated the RXES spectrum with a ladder 

model consisting of eight V atoms, where only the V d(xy) orbital is taken into 

account with on-site and inter-site correlations. They interpreted, based on their 

 calculation, that the relevant RXES peak is due to the excitation between the LHB 

and UHB. For comment on the controversy of this issue, see Duda et al. (2004), van 

Veenendaal and Fedro (2004), and the reply by Zhang et al. (2004).

8.7 ELECTRON SPIN STATES DETECTED BY RXES AND NXES

8.7.1 LOCAL SPIN-SELECTIVE EXCITATION SPECTRA 

As an interesting application of RXES, the spin-dependent excitation spectra in Mn 

compounds is now discussed. Let us consider the Mn 1s3p RXES (Kβ RXES) in 

MnF2, where a Mn 1s electron is excited to a Mn 4p conduction band by the incident 

x-ray, and then a Mn 3p electron makes a transition to the 1s state by emitting an 

x-ray photon. If we consider the case where the excited Mn 1s electron has a down-

spin (here down-spin means that the spin direction is antiparallel to the 3d spin 

direction in the same atomic site), then the net spin of the 3p fi nal state is parallel to 

the 3d spin, and the RXES spectrum (not shown here) exhibits a high energy main 

peak 7P because of the gain in the 3p3d exchange interaction. On the other hand, if 

the excited Mn 1s electron has an up-spin, then the net Mn 3p spin is antiparallel to the 

3d spin and we have a low energy satellite with 5P in the RXES. Therefore, if the 

emitted photon energy is fi xed at the main peak (satellite) and the change of the 

RXES intensity measured by changing the incident photon energy near the threshold 

of the Mn 1s XAS, then the excited Mn 1s electron has necessarily the down-spin 

(up-spin), and the observed excitation spectrum is expected to refl ect the partial DOS 

of the conduction band with down-spin (up-spin).

Such experiments have been done by Hämäläinen et al. (1992) for MnF2 and 

MnO, and the results for MnF2 are shown in the inset of Figure 8.74. The spin-down 
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and spin-up curves correspond to the excitation spectra at the main peak and the 

 satellite, respectively. These spectra were found not to agree well with the spin 

dependent DOS of the Mn 4p conduction band of MnF2, calculated by the spin-

dependent linearized augmented plane-wave method (Dufek et al., 1993, 1994). In 

order to explain the mechanism of these spin-dependent excitation spectra, Taguchi 

et al. (1997) calculated the excitation spectra with an MnF6 cluster model and using 

the second-order optical formula, where they used a model of the spin-dependent 

FIGURE 8.73 (a) Experimental results of the V 2p XAS and (b) the V 2p3d RXES (points) 

of NaV2O6. The RXES spectra calculated with the cluster model are shown with solid curves 

in the lower panel. (From Schmitt, T., et al., J. Alloy Comp., 362, 143, 2004b. With permission 

from Elsevier Ltd.)
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Mn 4p DOS by simulating the result of the energy band calculation. In the calcula-

tion of the excitation spectra, they took into account the following effects: (i) core-

hole potential acting on the conduction band states, (ii) term-dependent lifetime 

broadening of the Mn 3p core hole, (iii) spin-fl ip effect by the 3d3d exchange inter-

action, and (iv) covalency hybridization between Mn 3d and F 2p states. They 

obtained the excitation spectra shown in Figure 8.74, which are in good agreement 

with the experimental data. From this analysis, it was concluded that the effects of 

the core-hole potential and the term-dependent lifetime broadening were very impor-

tant in explaining the difference between the excitation spectra and the DOS. 

In Figure 8.75, a weak pre-edge peak is found below the absorption threshold of 

the spin-down spectrum, but no pre-edge peak for the spin-up spectrum. This pre-

edge peak originates from the Mn 1s3d EQ excitation. For Mn2+, the 3d majority spin 

states are completely fi lled, so that the EQ transition is forbidden for the spin-up 

spectrum. The Mn 1s3p RXES of MnF2 was also measured by tuning the incident 

photon energy to the pre-edge peak excitation, and the results were analyzed theo-

retically with the cluster model by Taguchi et al. (2000). The results are shown in 

Figure 8.75. The structures a and b of the pre-edge peak of XAS experiments, which 

are shown in the upper panel of Figure 8.75, correspond to the crystal fi eld splitting 

of the Mn 3d state. The experimental Mn 1s3p RXES spectra with the incident 

 photon energy tuned to a and b are shown with the dotted curves a and b, respec-

tively. The dotted curve of the NXES is observed for the incident photon energy well 

above the absorption edge. The solid curves are the calculated results and we fi nd 

good agreement between the theoretical and experimental results. 

8.7.2 SPIN-DEPENDENT TM 1s3p NXES SPECTRA

Figure 8.76 shows the separation into spin-up and spin-down using ligand-fi eld mul-

tiplet calculations. In the case of the 1s3p NXES spectra, a pure “spin-down” peak is 

seen for the satellite, while the main peak is mostly “spin-up.” This is particularly 

clear in the middle of the series where the exchange interaction is largest. This large 

FIGURE 8.74 Calculated results of spin-dependent excitation spectra for MnF2 compared with 

experimental ones in the inset. (Reprinted with permission from Taguchi, M., Uozumi, T., and 

Kotani, A., J. Phys. Soc. Jpn., 66, 247, 1997. Copyright 1997 by the American Physical Society.)
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exchange interaction makes 1s3p NXES spectra ideal for local-spin selective XAS 

experiments (Peng et al., 1994a,b; Wang et al., 1997).

8.7.3 TM 1s3p NXES AND SPIN-TRANSITIONS

The 1s3p NXES spectra essentially probe the number of unpaired 3d spins via the 

spin-polarized 3p core hole in the fi nal state. This makes it an ideal probe for spin 

transitions. Figure 8.77 presents the 1s3p NXES spectra of Fe3+, Fe2+, and Co2+ 

spin-transition complexes. A clear difference is visible between high-spin and 

low-spin spectra with the high-spin spectra showing a clear satellite. The spectra 

calculated with LFM theory (performed with different crystal fi eld splittings to 

obtain different spin states), are in good qualitative agreement with the measured 

spectra and reproduce the nature of the observed changes. (The satellite peak 

heights are exaggerated in the calculations, which is a consequence of the term-

dependent lifetime broadening that is not accounted for in these LFM calculations.) 

The calculations confi rm that the satellite region is essentially absent for low-spin 

systems, making it a clear marking for high-spin ground states.

FIGURE 8.75 Experimental data of a pre-edge peak of Mn 1s XAS (top) and Mn 1s3p 

RXES (dots) in MnF2. The calculated results of RXES are shown with the solid curves. 

(Reprinted with permission from Taguchi, M., Parlebas, J.C., Uozumi, T., Kotani, A., and 

Kao, C.C., Phys. Rev. B, 61, 2553, 2000. Copyright 2000 by the American Chemical Society.)
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The 1s3p NXES spectra are often measured for systems under extreme condi-

tions, for example, under high-pressure in diamond anvil cells. The goal of the exper-

iments is to determine at which pressure a spin transition occurs for the iron materials 

that make up the inner core of the earth (Badro et al., 2003, 2004). An important issue 

in such studies is to determine the “spin moment,” or put another way, the percentage 

of high-spin and low-spin spectra that simulate the measured spectrum. Vanko et al. 

(2006) have made a detailed study of the various routes to determine this “spin 

moment” from the measured spectral shapes. An experimental fact is that because it 

is not always possible to maintain high reliability in the absolute XES energies, the 

measured spectra for high-spin and low-spin must be aligned and  normalized. Both 

alignment and normalization can be performed in two ways:

 1. Aligning peak positions (p). This is experimentally the most straight-

forward approach.

 2. Aligning the center of gravity of the spectra (c). This is, theoretically, the 

correct procedure. Because the 1s2p NXES excitation only involves core 

states, the energy of the transition is a property of the element and not 

affected by the nature of the valence electrons, including its spin state and 

valence.

FIGURE 8.76 Theoretical spin-polarized 1s3p NXES spectra of the divalent 3d transition- 

metal ions using the ligand-fi eld multiplet calculation. Plotted are “spin-down” (dashed) and 

“spin-up” spectra (solid). (Reprinted with permission from Wang, X., de Groot, F.M.F., and 

Cramer, S.P., Phys. Rev. B, 56, 4553, 1997. Copyright 1997 by the American Physical Society.)
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 3. Normalizing the maximum (m), the most direct approach to the experiment.

 4. Normalizing the integrated area (a), the theoretically correct approach 

because the 1s2p NXES overall intensity must be constant.

There are three aspects of the spectral shape that can be quantifi ed:

 1. The energy difference between characteristic aspects of the spectral shape (E).

 2. The intensity of the satellite (I).

 3. The integrated difference between the spectra (S).

E-methods include the energy difference between main peak and center-of-gravity 

and also the energy difference between peak and satellite. The E-method is not depen-

dent on alignment and normalization. It is, however, highly dependent on the specifi c 

spectral shapes and the experimental resolution. It turns out that all E-methods are 

highly nonlinear in their determination of the spin state. I-methods are critically 

dependent on normalization. They also depend on the alignment because the intensity 

must be compared in the same energy interval. The choice of this interval gives another 
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FIGURE 8.77 Measured (top) and calculated (bottom) 1s3p NXES spectra of Fe3+, Fe2+, 

and Co2+ spin-transition complexes. The spectra are normalized to the maximum for better 

visibility of the satellite region. (Reprinted with permission from Vanko, G., et al., J. Phys. 
Chem. B, 110, 11647, 2006. Copyright 2006 by the American Chemical Society.)
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important factor. It turns out that if one uses c-alignment and a-normalization, the 

I-method is reliable. All other combinations of normalization and alignment fail. 

S-methods take the integrated difference between two spectra; that is, at each energy 

the absolute difference is measured and integrated over the whole spectral shape. This 

implies that S-methods also depend on alignment and (a little) on normalization. 

Using the c-alignment and a-normalization, the S-method is essentially exact. Because 

the S-method is also not reliable on the choice of the energy interval, it is a general 

approach for all 3d systems. The conclusion is that it is crucial to align spectra at their 

center-of-gravity and normalize them to their integrated area. This seems a straight-

forward approach but it is noted that most experimental studies use another alignment 

or normalization procedure. Both the S-method (integrated difference) and the 

I-method (satellite intensity) are linear in spin state, where the S-method is not depen-

dent on additional factors, such as the energy interval of the satellite region. In conclusion,  

we would strongly  suggest all experimental spectra to align spectra at their center-of-

gravity, normalize them to their integrated area, and measure their integrated difference 

(Vanko et al., 2006).

8.7.4 LOCAL-SPIN SELECTIVE XAS AND XMCD

Local-spin selective XAS is determined by the local spin-orientation of the valence 

band with respect to the core hole. This implies that only the local order is important 

and not the interactions with the neighbors. In this sense, spin-selective XES as 

well as local-spin selective XAS are not magnetic probes; that is, they do not probe 

magnetic order.

In the case of a ferromagnetic system, the local-spin selective XAS can be 

 measured however, and the difference between spin-up and spin-down with the 

 difference between left and right x-ray excitation can be compared. The local-spin-

selective x-ray absorption spectrum (ΔμLSS) identifi es with the spin-polarized DOS. 

 
Dm m m r rLSS

up down∫ - = -+ + - -R R  (8.32)

K-edge MCD measures the spin-polarized DOS times the Fano factor.

 
Dm m m r rMCD ∫ - = -+ -

+ + - -
( ) ( ) ( )B B P R R  (8.33)

By measuring both the MCD and the spin-selective x-ray absorption spectra of the 

same system, it is possible to directly determine the magnitude of the Fano factor, 

including its potential energy dependence. Measurements on a ferromagnetic MnP 

sample show a large energy dependence of the Fano factor, reaching −4% at the edge 

and decreasing to a much smaller value above the edge (de Groot et al., 1995).

8.8 MCD IN RXES OF FERROMAGNETIC SYSTEMS 

8.8.1 LONGITUDINAL AND TRANSVERSE GEOMETRIES IN MCD-RXES

Let us consider the situation shown in Figure 8.78. The magnetization of a ferro-

magnetic thin-fi lm sample is parallel to the sample surface and its direction is 
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taken in the z axis. The z axis is also taken to be the quantization axis of the angu-

lar momentum of the system. The angle between the incident x-ray (emitted x-ray) 

and the z axis is denoted as θ1 (θ2), where the scattering plane includes the sample 

surface normal and the magnetization direction. The MCD in RXES (denoted by 

the MCD-RXES) spectrum is defi ned by the difference of RXES spectra for 

 incident photons with − and + helicities, where the helicity of the emitted photon 

is not detected.

Before giving some expressions of MCD-RXES, we decompose the expression 

of RXES spectrum as follows:

F
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(8.34)

where the helicities of the incident and emitted photons λ1 and λ2 are written 

explicitly, as well as the spectral broadening Γj in the final state. The first and 

second terms in the curly brackets are the diagonal and cross terms in the expan-

sion of ⎮…⎮2. The diagonal term represents the two-step process of RXES, 

y

y

x z

x 

z k1

k2

M

θ1

θ2

'

y''

x''

z''

'

'

FIGURE 8.78 Geometrical alignment of MCD-RXES. (From Fukui, K., et al., J. Phys. 
Soc. Jpn., 70, 1230, 2001a. With permission.)
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where the whole process is described by two successive processes: x-ray 

absorption and x-ray emission. On the other hand, the cross term describes the 

RXES process from the ground state to the fi nal state via different intermediate 

states that interfere each other. Therefore, the cross term is denoted by the interfer-

ence term.

By the defi nition mentioned previously, the spectrum of MCD-RXES ΔF(Ω, ω) 

is given by

 

D W W WF F F( , ) [ ( , )] [ ( , )]( ) ( )w w wl l
l

∫ -{ }=- =+Â 1 1

2

. (8.35)

With the atomic model and the ED transition both for excitation and de-

 excitation processes, we can calculate analytically the dependence of MCD-RXES 

on θ1 and θ2. To this end, we introduce three Cartesian coordinates (x, y, z), (x′, y′, z′), 
and (x′′, y′′, z′′) where all x, x′ and x′′ axes are perpendicular to the scattering plane, 

and z′ and z′′ axes, respectively, are parallel to the incident and emitted x-ray direc-

tions. Then, the electric dipole transition operators  T  
1
  λ1  (λ1 = ±) for the circular 

polarized incident x-rays are written as
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where  C q  
(1)  and ( C q  

(1) )′ are the spherical tensor operators in the (x, y, z) and (x′, y′, z′) 
systems, respectively. For  T  

2
  λ2 , we can take either of the circular polarizations or the 

linear polarizations, since we take the summation over the polarization λ2 in Equation 

8.35. Here, we take linear polarizations in the x′′ and y′′ directions, and express  T  
2
  λ2  

in the (x, y, z) system as follows:
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(8.38)

We insert Equations 8.36–8.38 into Equation 8.35 to obtain the angular depen-

dence of Equation 8.35 explicitly. As we use the atomic model, all the eigenstates 

of the material system are expressed as the standard form of atomic wavefunc-

tions ⏐αJM 〉, where J is the total angular momentum, M is its z component, and 

α represents the electronic confi guration; we describe ⎮g 〉, ⎮i 〉 and ⎮j 〉 as 

⎮αg,  Jg, Mg 〉, ⎮αi, Ji,  Mi 〉 and ⎮αj, Jj,  Mj 〉, respectively. Then, the angular integrals 

for the transition matrix elements in Equation 8.34 can be performed explicitly, and 
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by keeping only nonzero matrix elements, we obtain the following explicit expres-

sion of the angle dependence of MCD-RXES (Fukui et al., 2001a,b):
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where F1, F2, and F3 are factors independent of θ1 and θ2. The explicit expressions of 

F1, F2, and F3 are given by
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(8.40)
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The present calculation is valid not only in the atomic model, but also in more  general 

models (for instance, in the SIAM) with SO3 symmetry.

This result indicates a remarkable fact. In the curly bracket of Equation 8.39, 

the fi rst and second terms, which are proportional to cos θ1 and sin θ1, originate from 

the diagonal term and interference term contributions, respectively. Therefore, when the 

incident x-ray direction is parallel to the magnetization [denoted by the longitudinal 

geometry (LG)], we only have the diagonal term contribution, while for the incident 

x-ray perpendicular to the magnetization [denoted by the transverse geometry (TG)], 

we only have the interference term contribution. For an arbitrary value of θ1 between 

0° and 90°, MCD-RXES is given by a superposition of the diagonal and interference 

terms, but it has been checked that the diagonal term contribution is dominant except 

for θ1 very close to 90°. Another remarkable fact is that in TG, the θ2 dependence of 

MCD-RXES is given simply by sin 2θ2. On the other hand, the θ2 dependence of 

MCD-RXES in LG is much smaller. Similar calculations can also be made for the 

case where the x-ray excitation is due to the EQ transition and the x-ray de-excitation 

due to the ED transition (Fukui et al., 2004). 

Here, we have considered the simple geometrical alignment shown in Figure 

8.78. For more general cases, where the directions of the incident and emitted x-rays 

are described by (θ1, φ1) and (θ2, φ2), the angle dependence of MCD-RXES has been 

given by Ogasawara et al. (2004) and Ferriani et al. (2004).
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8.8.2 MCD-RXES IN LG OF CeFe2

In this section, we give a theoretical prediction to apply MCD-RXES in LG for 

detecting hidden structures in MCD-XAS. As an example, we discuss the hidden 4f2 

 contribution in the Ce L3 MCD-XAS of mixed valence ferromagnetic compound 

CeFe2.

The calculations of XAS, MCD-XAS, RXES, and MCD-RXES were made by 

Asakura et al. (2004a, 2005). In Figure 8.79, we show the calculated results (solid 

curves) of the Ce L3 XAS and its MCD, compared with the experimental results 

(cross marks) by Giorgetti et al. (1993). This calculation is essentially the same as 

that presented in Figure 7.23 of Chapter 7, but the calculation in Chapter 7 was made 

with the Ce17Fe12 cluster for the Ce 5d and Fe 3d LCAO states, but the present result 

is obtained with a Ce35Fe76 cluster in order to calculate the RXES and MCD-RXES 

spectra that require more precise calculations. 

Both XAS and MCD-XAS spectra exhibit the double-peak structure: the higher 

energy peak of XAS (and MCD-XAS) corresponds mainly to the Ce 4f0 confi gura-

tion and the lower energy one to the Ce 4f1 and 4f2 confi gurations. The contributions 

from the Ce 4f1 and 4f2 confi gurations cannot be observed separately because the 

spectral broadening by ΓL is very large and the intensity of the 4f2 contribution is 

smaller than that of the 4f1. It can be shown that the Ce Lα1 RXES (especially MCD-

RXES in LD) is a powerful tool to detect the hidden 4f2 contribution.

FIGURE 8.79 Calculated results (solid curves) and the experimental ones (crosses) of XAS 

and MCD-XAS at the L3 edge of CeFe2. The dashed curve represents the background contri-

bution taken in the calculation. (From Asakura, K., Kotani, A., and Harada, I., J. Phys. Soc. 
Jpn., 74, 1328, 2005. With permission.)
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In Figure 8.80, we show the calculated Ce Lα1RXES (solid curves) and its 

MCD-RXES (dashed curves) as a function of the emitted photon energy whose 

 origin is taken at the energy difference of the Ce 3d5/2 and 2p3/2 core levels. The 

angles θ1 and θ2 are taken to be 0° and 54.7°, respectively. The incident photon 

energy is tuned at positions a to m shown in Figure 8.79, and the effect of the back-

ground contribution in XAS is disregarded for simplicity. The spectral broadening 

ΓM is taken as 0.7 eV, which corresponds to the lifetime broadening of the Ce 3d 

core hole. In the region a to m, the RXES (especially MCD-RXES) spectra exhibit 

a double peak structure, consisting of the Ce 4f2 (higher energy peak) and 4f1 (lower 

energy one) contributions, which can be separated due to the spectral broadening 

ΓM smaller than ΓL.

In order to get a less broadened version of the MCD-XAS (XAS), we should take 

the ES of MCD-RXES (RXES). In Figure 8.81, we show the excitation spectra of the 

Ce Lα1 RXES and its MCD-RXES with the emitted photon energy fi xed at 

the energy difference of the Ce 3d5/2 and 2p3/2 core levels. Namely, the amplitudes of 

FIGURE 8.80 Calculated results of the Ce L3M5 RXES (solid curves) and MCD-RXES 

(dashed curves) for CeFe2. The incident x-ray energies are taken at positions a to m shown in 

Figure 8.79. (From Asakura, K., Kotani, A., and Harada, I., J. Phys. Soc. Jpn., 74, 1328, 2005. 

With permission.)
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the RXES and its MCD-RXES just along the dotted line in Figure 8.80 are shown in 

Figure 8.81. Here, we can clearly see the 4f2 contribution (indicated by an arrow) 

especially in the ES of MCD-RXES (dashed curve). It can be shown, furthermore, 

that if we reduce the value of ΓL in the calculation of Figure 8.79 from 3.0 eV to 

0.7 eV, the calculated results agree almost perfectly with Figure 8.81. In Sections 

8.2.5 and 8.2.6, we have mentioned that the ES of the RE Lα1 RXES is different from 

the less broadened version of L3 XAS mainly because of the 4f3d interaction in the 

fi nal state of RXE. In CeFe2, however, the Ce 4f state is almost in the spin singlet and 

orbital singlet state, so that the 4f3d interaction can be disregarded.

We have shown theoretically that the technique of the ES of MCD-RXES is very 

useful to observe fi ne structures of MCD-XAS beyond the lifetime broadening of the 

L3 core hole. This technique is an extension of the technique of HERFD-XAS by 

Hämäläinen et al. (1991) to MCD-RXES. It is highly desirable that the present theo-

retical prediction of observing the Ce 4f2 signal by the ES of MCD-RXES will be 

confi rmed by experimental observations, and that the present technique will be used 

more generally in order to obtain the high-resolution MCD spectra.

8.8.3 EXPERIMENTS AND THEORY OF MCD-RXES IN TG

MCD-RXES in TG was fi rst observed experimentally by Braicovich et al. (1999) for 

2p3d excitation and 3s2p de-excitation in NiFe2O4 and Co metal. They observed 

nonvanishing MCD-RXES and explained this as being an effect of the polarization 

of the core hole (Thole et al., 1995). They did not report the details of the spectral 

analysis. After that, Fukui et al. (2001a,b) measured nonvanishing MCD-RXES for 

the Gd L3 excitation and Gd Lα1RXES of Gd33Co67 amorphous alloy. They made a 

theoretical analysis with an atomic model for Gd3+, and showed that MCD-RXES in 

FIGURE 8.81 Calculated results of excitation spectra of the Ce L3M5 RXES (solid curves) 

and its MCD (dashed curves) for CeFe2. (From Asakura, K., Kotani, A., and Harada, I., 

J. Phys. Soc. Jpn., 74, 1328, 2005. With permission.)
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TG is caused by the interference process in the coherent second-order optical 

process, while that in LG consists of two successive real processes.

The results of measured Gd Lα1 MCD-RXES spectra are shown in Figure 8.82a, 

where the incident x-ray energy is taken at three different values, 7240 eV (pre-

threshold region), 7247 eV (main peak resonance), and 7277 eV (high energy contin-

uum for normal fl uorescence), and the MCD-RXES spectra are shown with the solid 

curves for TG and the dashed curves for LG. Here, the angle θ2 is fi xed at 45°. The 

strong MCD-RXES in the higher emitted x-ray energy corresponds to the  contribution 

from the 3d5/2 state, while the weak one in the lower energy corresponds to the 

 contribution from the 3d3/2 state. The spectral shape in TG is similar to that in LG for 

the 3d5/2 contribution, while the sign of TG is opposite to that of LG for the 3d3/2 con-

tribution. It is to be noted that the scale of the MCD-RXES intensity in Figure 8.82a 

is different for TG and LG, and it is found that the amplitude of the MCD-RXES in 

TG is about one fi fth of that in the LG.

The calculated results corresponding to the experimental data are shown in 

Figure 8.82b. The calculated and experimental results are in good agreement with 

each other both in the spectral shape and the spectral intensity ratio in TG and LG. 

Furthermore, the θ2 dependence of MCD-RXES spectra in the transverse geometry 

has also been measured with the incident x-ray energy at 7247 eV, and it is confi rmed 

that the dependence is well described by sin 2θ2 as given by the theoretical calcula-

tion. The result is shown in Figure 8.83, where A (•), B (+), and C (�) are intensities 

of an MCD-RXES peak by the 3d3/22p3/2 transition, and of two MCD-RXES peaks 

by the 3d5/22p3/2 transition, respectively, and they are displayed as a function of the 

angle θ2 (actually, as a function of the scattering angle θ2 + 90°). The theoretical 

result is shown with the solid curves and is found to be in reasonable agreement with 

FIGURE 8.82 (a) Experimental and (b) theoretical results of the Gd L3M4,5 MCD-RXES for 

incident x-ray energies at the pre-edge (7240 eV), resonance (7247 eV) and normal (7277 eV) 

excitations. The results TG and LG are shown with the solid and dashed curves, respectively. 

(From Fukui, K., et al., J. Phys. Soc. Jpn., 70, 3457, 2001b. With permission.)
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the experimental result. This is the evidence that almost pure interference contribu-

tion has been observed in MCD-RXES experiments in TG.

Finally, we would like to discuss the sum rule of MCD-RXES, which is an 

important application of MCD-RXES in TG. Since the RXES is the second-order 

optical process, it is necessary, for the derivation of the sum rule, to approximately 

take out the resonance denominator (Eg + Ω − Ei + iΓi) from the summation over 

i. This approximation is called “fast collision approximation,” which implies that Γi 

is much larger than the energy separation of different multiplet terms that interfere 

in the RXES process. Then the MCD-RXES intensity integrated over both Ω and ω 
(denoted by integrated MCD-RXES) is related with the multipole moments of physical 

quantities, charge, angular momentum and so on, in the ground state. Therefore, 

from the angular dependence of the integrated MCD-RXES, one can estimate the 

ground state multipole moments.

First, experimental observations of the integrated MCD-RXES in TG were recently 

made by Braicovich et al. (2003) for Co 2p3d excitation and 3s2p de-excitation 

of CoFe2O4. The angle between the incident and emitted x-rays is fi xed at a fi nite 

value, but the emitted x-ray direction is changed with the incident direction as an axis 

of rotation. Here, both excitation and de-excitation processes are due to the ED tran-

sition, and then the integrated MCD-RXES is related with the fi rst-order (dipole) and 

third-order (octupole) moments of ground state quantities. The angular dependence 
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FIGURE 8.83 Experimental result of 2θ2 dependence of the Gd L3M4,5 MCD-RXES in the 

transverse geometry for three different emitted photon energies A (closed circle), B (cross), 

and C (open circle). The solid curves are the calculated ones. (From Fukui, K., et al., J. Phys. 
Soc. Jpn., 70, 3457, 2001b. With permission.)

9071_C008.indd   4379071_C008.indd   437 1/16/2008   9:41:26 AM1/16/2008   9:41:26 AM



438 Core Level Spectroscopy of Solids

of the integrated MCD-RXES is given, essentially in the same manner as that of 

the MCD in resonant photoemission (van der Laan, 1995), in terms of ground state 

multipole moments. Braicovich et al. (2003) obtained the ground state moments of 

Co 3d holes up to fourth-order by combining the measurements of MCD-RXES 

with the sum of + and − helicities in RXES, and linear and circular dichroism in 

XAS. The obtained moments are compared with those calculated with the AM and 

the CTM model.

Van der Laan et al. (2004) made a similar analysis of ground state moments for 

CoFe2O4 and NiFe2O4. The obtained dipole, quadrupole, and octupole moments of 

the 3d hole charge in Co and Ni were compared with those calculated with atomic 

and cluster models. The difference in the quenching of these moments for Co and 

Ni ferrites was recognized, and the trend is rather consistent with the cluster 

model calculation.

It should be noted that the above-mentioned approach toward the sum rule of 

MCD-RXES is still being tested, and further development is expected in the near 

future. The applicability of the fast collision approximation should be examined 

more carefully in order to obtain more quantitative and accurate results. However, 

the consistency of the obtained results with the cluster model calculation is encour-

aging. Furthermore, beyond the sum rule of MCD-RXES, the information on the 

electronic and magnetic properties of photo-excited states will be the topics expected 

in future investigations of MCD-RXES.
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Appendix A
Precise Derivation of 
XPS Formula

With the derivation of F(EB) in Section 3.2.1 of Chapter 3, some implicit simplifying 

assumptions have been made. Here, a more precise derivation of F(EB) is given with 

which the assumptions then become clear. These assumptions are mostly satisfi ed in 

the usual XPS experiments. 

Let us consider the XPS process where a photon with a wavevector q and polar-

ization λ is incident on a material sample and a photoelectron emitted from the 

 sample is observed at a point R well apart from the sample. We write the Hamiltonian 

of the material system as Hm and denote its ground state as | g 〉 (with energy Eg). 

Then the initial state of the photoemission is expressed as 

 Ô Ò = Ô ÒÔ ÒY0 ql g .  (A.1)

After switching on the electron–photon interaction, by which the incident photon is 

absorbed and a core electron c is excited to a photoelectron state, the eigenstate of the 

total system is expressed by using the scattering theory as

 

Ô Ò =Ô Ò +
+ - + Ô Ò Æ ++Y Y

W0

1
0

� E H
M g

g m
c

ih
h, ,  (A.2)

where h̄Ω is the incident photon energy and Mc
+
 represents the photoexcitation 

 operator of the core electron to the photoelectron state.

Now, the material system is divided into two subsystems: the excited photoelectron 

(described by the Hamiltonian h) and the remaining material system (described by 

the Hamiltonian Hm′ ). Therefore, Hm is written as

 
H h H Vm m= + ¢ + ,  (A.3)

where V is the interaction between the two subsystems. The Hamiltonian h is further 

divided as follows:

 
h h v= +0 ,  (A.4)
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where h0 is the Hamiltonian of a free electron and v is the periodic potential of the 

crystalline lattice (v vanishes outside the sample). We write the eigenstates of h0 and 

Hm′  as | k〉 and | m′〉, respectively, so that

 
ek = �2 2

2k m/ ,
 

(A.5)

 
¢ Ô ¢ Ò = ¢ Ô ¢ ÒH m E mm m .  (A.6)

Then, the overlap integral between | Ψ〉 and | km′〉 (= | k〉 | m′〉) is given by

 

· ¢Ô Ò =
+ - ¢ - +

· ¢Ô + Ô Ò+k k
k

m
E E

m TG M g
g m

cY
W

1
1

� e hi
( ) ,  (A.7)

where we have used the following resolvent expansion formula (with respect to the 

interaction v + V):

 

1
1

�W + - +
= +

E H
G TG

g m ih
( )  (A.8)

with

 

G
E H hg m

=
+ - ¢ - +

1

0�W ih
,  (A.9)

 
T v V GT= + +( )( ).1  (A.10)

In order to obtain the probability amplitude that the photoelectron is detected at 

R, we use the real-space representation of the photoelectron state,

 

Ô Ò = Ô Ò◊Âr kk r

k

1

2
3 2

( )
.

/p
e

i  (A.11)

The asymptotic form of 〈Rm′ | Ψ〉 for large R is obtained as

 
· ¢Ô Ò = - · ¢Ô + Ô Ò+R km

m k R

R
m TG M gf

f cY 2

4
1

2�

exp( )
( ) ,

i

p
 (A.12)

where

 
k m E Ef g m= + - ¢2 ( ) /� �W  (A.13)

and the direction of kf is parallel to R. Thus, we obtain the photocurrent per unit 

solid angle at R as follows:

 

I
mk

m TG g E Ef
f m g

m
f

= Ô· ¢Ô + Ô ÒÔ + ¢ - -Â
4

1
2 3

2

p
d e

�
�k k( ) ( ).W  (A.14)
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Equation A.14 is the general expression of the XPS spectrum, but now we impose 

some simplifying assumptions. The effect of V is disregarded and then the 

photocurrent is expressed as

 

I A m a g E Ef c m g

m
f

= Ô· ¢Ô Ô ÒÔ + ¢ - -Â ( ) ( ),k k
2d e �W

 

(A.15)

where

 
A

e k

m
tgf

f
cf

( ) ( ) ,k p ek q= Ô· Ô + ◊ Ô ÒÔ
2

2

2

2
1

p
f f

� W l  (A.16)

 
g h

f
= - +1 0/( ),e hk i  (A.17)

 
t v gt= +( ).1  (A.18)

The effect of V can be disregarded when the kinetic energy of the photoelectron εkf
 is 

much larger than the energy scale of V. It is further assumed that A(kf) can be regarded 

as a constant after averaging over the angle of kf, which is acceptable for the suffi ciently 

large εkf
, again. Then, the photoemission spectrum F is defi ned, which is normalized 

so as to be unity when integrated over the photoelectron kinetic energy ε (= εkf
):

 

F m a g E Ec m g

m

( , ) ( ).e d eW W= Ô· ¢Ô Ô ÒÔ + ¢ - -
¢

Â 2 �  (A.19)

Finally, the system is decomposed into the core electrons and the valence elec-

tron states (VES), and the operator ac and the core states from the expression of F 
are eliminated. In the initial state of the photoemission, the Hamiltonian of the 

VES is expressed as H0, and in the fi nal state of the photoemission, it is written as 

H = H0 + U. Then Equation A.19 reduces to Equation 3.9 of Chapter 3.

We would like to say a few words on the sudden approximation. When the kinetic 

energy of the photoelectron is large enough, the photoelectron moves away suddenly 

from the core hole site. Then, the core hole potential (say Ufc) is  suddenly applied to 

VES. As an extreme opposite, if the kinetic energy of the photoelectron is very small, 

the Coulomb interaction V cancels with Ufc just after the core electron excitation.

Then, the potential Ufc is applied adiabatically corresponding to the slow removal of 

the photoelectron from the core hole site. This situation is called the adiabatic limit. 

The transition from the adiabatic to the sudden limit with the increase in the photo-

electron kinetic energy has already been discussed [see, e.g. Hedin et al. (1998) and 

Lee et al. (1999)]. 

The photoemission process described here is called the “one-step model,” where 

the processes from the photo-excitation of the core electron to the detection of the 

 photocurrent are treated by a single scattering event. However, the whole process can 

be divided approximately into three successive processes:

 1. The absorption of the x-ray inside the solid, creating a photoelectron with 

an energy equal to the photon energy minus its binding energy.

 2. The “transport” of the excited photoelectron to the surface.
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 3. The escape of the photoelectron from the surface. This subtracts energy of 

the work function from the kinetic energy of the electron, that is, the energy 

difference between the vacuum level and the Fermi level.

This approximate model is denoted by the three-step model. Of these three steps, 

the second step includes the effect of the mean free path of the photoelectron, which 

is caused by the interaction V between the photoelectron and the remaining electron 

systems. The fi nite mean free path, which strongly depends on the kinetic energy of 

the photoelectron, determines the surface-sensitivity of XPS, as described in 

Chapters 3 and 5.
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Appendix B
Derivation of Equation 3.88 
in Chapter 3

The XPS spectrum is rewritten as

 

F E
z HB( ) Im ,= - · Ô - Ô Ò1

0
1

0
p

 (B.1)

where 

 
z E EB= + + Æ +0 0ih h, .  (B.2)

In the fi nal state of type (A), the 4f state is occupied. Therefore, it is convenient to 

introduce a new state 

 Ô Ò = Ô Ò+f a f 0 ,  (B.3)

and rewrite 〈 0 | 1/(z – H) | 0 〉 as follows:
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(B.4)

where

 
H H a af f f f0 0= + +e ,  (B.5)

 

H V a a a af f¢ = ++ +Â ( ),k
k

k  (B.6)
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When we defi ne a “generating function” ĝ(t) by

 

- = Ê
ËÁ

ˆ
¯̃

-•

•
ŸÚ1 1

2p p
Im exp ( ),G t

E
t g tB

� �
d i  (B.9)

ĝ(t) can be written by the linked-cluster theorem as

 

ˆ( ) exp ( ) ( ) expg t f a H E t a f L t L
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where
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Here, S(t) is the S-matrix defi ned by
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and [ ]c means the contribution from connected diagrams. By the most divergent 

term approximation, L1(t) and L2(t) are obtained as
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where Δf represents an appropriate energy shift and veff is defi ned by

 

v
V

F f
eff ∫ -

-

2

e e
.  (B.16)

The diagramatic representation of L1(t) and L2(t) is given in Figure B.1 where the 

solid and wavy lines with arrows represent the propagators of the conduction elec-

tron and the 4f electron, respectively.
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Substituting Equations B.10, B.14, and B.15 into Equation B.9, we obtain
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where

 
g veff eff= - r ,

 
(B.18)

   
�e ef f f= + D .

 
(B.19)

The XPS spectrum near the threshold EB = –(εF – ε~f) is expressed as
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2
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�
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The substitution of Equation B.17 into Equation B.20 gives Equation 3.88 of 

Chapter 3.

L1

L2 = +

+ + ....

=

f f

f

f

f

k

k k

k

k'

k'

k'

k''

FIGURE B.1 Diagramatic representation of L1(t) and L2(t). (From Kotani, A., and Toyozawa, 

Y., J. Phys. Soc. Jpn., 35, 1073, 1973a. With permission.)
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Appendix C
Fundamental Tensor 
Theory

The fundamental theory of photoemission using a tensor description has been devel-

oped by Thole and van der Laan in a series of papers on “Spin polarization and 

 magnetic dichroism in photoemission from core and valence states in localized 

 magnetic systems.” In their fi rst paper (Thole and van der Laan, 1991), group theory 

was used to derive a general model for spin polarization and magnetic dichroism in 

photoemission in the presence of atomic interactions between the hole created and 

the valence holes. Eight fundamental spectra were introduced: the isotropic, spin, 

orbit (circular dichroism), spin–orbit, spin-magnetic-quadrupole, anisotropic (linear 

dichroism), spin magnetic, and spin magnetic-octupole spectrum (see Table C.1).

If the sum rules were applied to core level photoemission, all integrals would be zero 

because in the ground state, all core states are fi lled and hence carry no spin and orbital 

momentum. The spectral shapes, however, are not zero. Thole and van der Laan (1991) 

showed that all measurable spectra as a function of electron spin and that x-ray polariza-

tion can be calculated from eight fundamental spectra. The isotropic spectrum (00) does 

not involve any x-ray or electron polarization. The magnetic circular dichroism (MCD) 

spectrum relates to an x-ray polarization of 1 (10), the linear dichroism to an x-ray polari-

zation of 2 (20), and the spin-polarized spectrum has an electron polarization of 1 (01). 

In addition, there are four combinations of the x-ray and electron polarization.

Figure C.1 shows the six different spectra for copper 2p photoemission using 

three different polarizations and a spin detector. The six fundamental spectra I(σ ε) 

are derived from the six primitive spectra by linear combinations. I(00) is the nor-

malized addition of all spectra, I(10) the difference between σ  = 1 and σ = −1, as 

indicated in Table C.1. In their second paper, “Emission from open shells” (van der 

Laan and Thole, 1993), the various sum rules for x-ray absorption and photoemission 

spectra were derived on the basis of the tensor description. In their third paper, 

“Angular distributions” (Thole and van der Laan, 1994), a general analysis for angu-

lar dependent spectra was presented. It is shown that the eight fundamental spectra 

are able to describe all angular dependence. The angular dependence is indicated 

with a function U. U is written as a function of the magnetization M, the angular 

dependence (α), and the x-ray polarization (σ ).

Table C.2 shows that the magnetic moment can be measured with MCD and also 

with magnetic linear dichroism in angular distribution (MLDAD). The angular 

 distribution of the emitted electrons can be measured. The precise angular distribution 

is dependent on the combination of a number of vectors and their mutual angles. 
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TABLE C.1
Core Spectra of p-Electrons and Their Various 
Properties with Respect to the X-Ray Polarization (σ), 
Electron Spin (ε), and Magnetization (M)

Fundamental Spectra
Tensor
I(σε-M) Primitive Spectra

Isotropic 00–0 Σ(all)

Circular dichroism 10–1 Σ(1) − Σ(−1) 

Linear dichroism 20–2 Σ(1) + Σ(−1) − 2Σ(0) 

Spin 01–1 Σ(↑) − Σ(↓) 

Spin–orbit 11–0 Σ(1↑, −1↓)

Spin–orbit quadrupole 11–2 −Σ(1↓, −1↑)

Spin magnetic 21–1 Σ(1↑, −1↑) + 2Σ(0↓)

Spin-magnetic octupole 21–3 −Σ(1↓, −1↓) + 2Σ(0↑)  

FIGURE C.1 The primitive copper 2p photoemission spectra for all six combinations of 

x-ray polarization (−1, 0, or 1) and electron spin (↑ or ↓). (Reprinted with permission from 

Thole, B.T., and van der Laan, G., Phys. Rev. Lett., 44, 12424, 1991a. Copyright 1991 by the 

American Physical Society.)
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The vectors include the x-ray polarization (σ ), the magnetization (M), the photoelec-

tron direction (ε), plus the crystal fi eld effects and the resulting point group symmetry. 

Without crystal fi eld effects, the angular dependent functions U(σ, ε, M) are given in 

van der Laan (1995), where instead of σ, P is used for the x-ray polarization.

Figure C.2 shows an experimental measurement of the magnetic linear dichroism  

(MLD) and MLDAD spectra of the Fe 3p XPS peak in iron metal. The MLD 

Table C.2
Circular (MCD) and Linear (MLD) Dichroic Spectra 
Compared with Their Angular Distribution Spectra 

Spectrum U(Mασ) Moment

MCD 101 〈M 〉
Magnetic circular dichroism in 

angular distribution (MCDAD)

221 〈M2 〉

MLD 202 〈M2 〉
MLDAD 122 〈M 〉

Note:  Third column gives the sensitivity to the moment and the squared moment.

FIGURE C.2 The Fe 3p XPS spectrum (top) with its MLDAD spectrum (middle) and MLD 

spectrum (bottom). Experimental measurements are shown with symbols and theory is 

 represented with solid lines. (Reprinted with permission from van der Laan, G., Phys. Rev. B, 

51, 240, 1995. Copyright 1995 by the American Physical Society.)
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 spectrum (bottom) is the difference in the 3p XPS spectra measured with the mag-

netic fi eld parallel to the electric fi eld of the x-ray beam (M || σ) and perpendicular 

(M ⊥ σ). Experimentally, this can be measured by looking at a surface in the x, y 

plane, enter with the x-ray grazing in the x-direction (Ω || x) with the polarization in 

the y-direction. The magnetic fi eld must be aligned in the x-direction ([M || x] ⊥ 

[σ || y]) and the y-direction ([M || y] || [σ || y]). For the MLDAD experiment, the x-ray 

polarization is changed to the z-direction. The detection angle is important now and 

the electrons are counted in the normal emission, that is, along the z-axis. If the 

magnetic fi eld is in the x-direction, this yields ([ε || z] || [σ || z] ⊥ [M || x] || [Ω || x]). This 

geometry measures the same spectrum independent of the direction of the magnetic 

fi eld. The MLDAD spectrum is measured if the magnetic fi eld is rotated to the 

y-direction. This yields ([ε || z] || [σ || z] ⊥ [M || y] ⊥ [Ω || x]) and this chiral geometry, 

where the magnetic fi eld M, x-ray propagation direction Ω and x-ray polarization σ 

(+ detection direction ε) are all perpendicular to each other, yields the MLDAD 

effect if the magnetic fi eld direction is inverted from y to –y (Roth et al., 1993). 

MLDAD spectra have been measured for the Fe and Cr 2p XPS of Cr adsorbates on 

Fe (Bethe et al., 2005) and Fe/Co/Fe multilayers (Bruno et al., 2001).

Panacione et al. (2001) used an elegant way to derive the MCD, CDAD, and 

MLDAD spectra from four basic experiments. They fi rst realized that the measure-

ment of a true MCD spectrum is diffi cult because one is never sure of a perfect 

 nonchiral geometry of the (σ, ε, M) axis, and because of the fi nite opening angle of 

the electron detector. They showed that reversing the polarization σ gives a circular 

dichroism spectrum as a linear combination of MCD and CDAD. Reversing the 

magnetic fi eld M gives a spectrum that is a linear combination of MCD and MLDAD. 

Reversing both M and σ gives four combinations (σ +, M +), (σ +, M−), (σ −, M+), and 

(σ −, M−). From the formulas describing the angular dependence, three expressions 

can be derived to obtain the MCD, CDAD, and MLDAD from σ  and M only.

 MCD ∝ (σ +, M+) + (σ −, M−) − (σ +, M−) − (σ −, M+) (C.1)

This equation seems evident in that it is a combination of both parallel situations of 

σ and M minus the two antiparallel cases. Its importance is that, by adding both 

combinations, any spurious effects from nonchiral geometries are effectively 

removed (i.e. the CDAD and MLDAD effects).

 CDAD ∝ (σ +, M+) + (σ +, M−) − (σ −, M−) − (σ −, M+) (C.2)

 MLDAD ∝ (σ +, M+) + (σ −, M+) − (σ −, M−) − (σ +, M−) (C.3)

Equations C.2 and C.3 show the determination of the CDAD and MLDAD effects. 

The CDAD effect is obtained by reversing the polarization and the MLDAD effect 

by reversing the magnetization. Both effects are zero in a perfect nonchiral geo-

metry. For example, an x-ray absorption experiment is by defi nition nonchiral and 

using these equations will always yield zero CDAD and MLDAD spectra. In an x-ray 

 photoemission experiment, the electron detector has to be put somewhere, yielding 

potentially nonzero CDAD and MLDAD spectra.
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Appendix D
Derivation of the Orbital 
Moment Sum Rule

We derive the orbital moment sum rule after Altarelli (1993). For simplicity, we 

 confi ne ourselves to the electric dipole transition of 2p(or 3p)-3d in transition metal 

(TM) systems or 3d(or 4d)-4f in rare earth (RE) systems, and the ground state confi g-

uration is written as 3dn or 4fn. With a single electron orbital angular momentum l = 

2 or 3. The ground state | 0 〉 is expanded in a set of Slater determinants {nmσ} labeled 

by the quantum numbers of the h = 2(2l + 1) – n missing electrons in the l shell:

 

Ô Ò = Ô ÒÂ0
0c n nm m

nm

( )

{ }

({ }) { } ,s s

s

 (D.1)

where

 
{ } { , , ... , , ... , , }n n n n n nm ms s= - ≠ - Ø ≠ Ø� � � �  (D.2)

with each of the nmσ either 0 or 1, and they add up to h. The expansion coeffi cients  

c(0)({nmσ}) are general and the z component of the orbital angular momentum is 

given, in terms of these coeffi cients, by

 

· Ô Ô Ò = - Ô ÔÂ Â0 0
0 2L c n mnz m
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m

mm
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{ } ,

({ }) .s s
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 (D.3)

The integrated intensity of x-ray absorption spectroscopy (XAS) by the electric 

dipole transitions Dq (q = −1, 0, 1) is written as

 

I D fq f q

f

= Ô· Ô Ô ÒÔÂw0

2
0 ,  (D.4)

where each fi nal state | f 〉 can also be expanded on a basis of Slater determinants 

{cz, σc; n′mσ} specifying the quantum numbers cz, σz of the core hole (in the shell 

c = l – 1), as well as those of the h – 1 holes of the l shell, n′mσ . By assuming that ω0f 

is replaced by an average ϖ, Iq is rewritten as 

 

I D f D f f Dq q

f

q q

f

= Ô· Ô Ô ÒÔ = · Ô Ò Ô Ò· Ô Ô ÒÂ Â -v v0 0 0
2

.  (D.5)
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Since the projection operator ∑f | f 〉 〈 f | can be replaced by ∑f ′ | f ′ 〉 〈 f ′| in terms of 

any complete basis | f ′ 〉 for the same excited state confi guration, we choose the 

Slater determinants |{cz, σc; n′mσ}〉 and obtain

 

I c n n D c nq m m q z c m

c nz c m
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Âv ss s s
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0 2 2

nnms }
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Then the matrix element of Dq is a simple one-hole dipole transition from (m, σ) = 

(cz + q, σc) to (cz, σc), so that its square is proportional to
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c q c qc q
z z
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Substituting the expressions for 3j symbols, we obtain
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and
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where C is a constant factor including the radial matrix element of Dq. It is assumed 

that the radial matrix element does not depend on the spin of the excited electron, the 

spin–orbit split core states and the incident x-ray energy. By dividing Equation D.9 

by Equation D.8, we obtain

 

· Ô Ô Ò = - -
+ +

· Ò-

-

0 0 1 1

1 0 1

L
I I

I I I
Nz h� ,  (D.10)

where the hole number h ≡ 2(2l + 1) – n is written as 〈 Nh 〉.
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Appendix E
Theoretical Test of the 
Spin Sum Rule

The expectation values 〈 Lz 〉, 〈 Sz 〉, 〈 Tz 〉, and 〈 Seff 〉 are calculated for divalent 3d and 

4d TM ions in an octahedral crystal fi eld. The high-spin 3d systems have been 

 calculated in a cubic fi eld of 1.0 eV and the low-spin 4d systems in a fi eld of 3.5 eV. 

The results are listed in Table E.1. For the high-spin 3d systems, all holes are paired 

and 〈 Sz 〉 is equal to –0.5 times the number of holes. It can be checked that the spin–

orbit coupling slightly decreases the spin-moment of all ground states with a partly-

fi lled t2g shell (3d6, 3d7, and 4d5) and has no effect on all other systems. The orbital 

moment 〈 Lz 〉 is zero if the spin–orbit coupling is off. Large orbital moments are 

found for all ground states with a partly-fi lled t2g shell (3d6, 3d7, and 4d5) and smaller 

orbital moments are found for the other ground states. 

If the orbital moment sum rule is applied, the exact orbital moment will be 

obtained as calculated explicitly for the ground state, with all numerical errors 

smaller than 10−4. The situation is completely different for the spin sum rule where 

large deviations are found between the actual spin-moment, corrected for the spin-

quadrupole coupling 〈Tz〉, and the values as determined by the sum rules. Table 7.5 of 

Chapter 7 shows a theoretical test of the effective spin sum rule if applied to the 3d 

metals 3d5 Mn2+, 3d6 Fe2+, 3d7 Co2+, 3d8 Ni2+, and 3d9 Cu2+. Two sets of calculations 

have been performed, one with the 3d spin–orbit coupling at its atomic value and the 

other with zero 3d spin–orbit coupling. The calculations with spin–orbit coupling 

reproduce the results obtained by Teramura et al. (1996) where they use the symbols 

XE for the theoretical value of Seff and XI for the experimental sum rule value. Without 

spin–orbit coupling, there are no orbital moments and spin-quadrupole coupling 〈Tz〉. 
This implies that without the 3d spin–orbit coupling, the spin sum rule should yield 

the spin moment. We have calculated the x-ray magnetic circular dichroism (XMCD) 

spectral shapes and integrated their L3 and L2 edges. In the case of the d9 systems 

Cu2+ and Ag2+, there are no multiplet effects and the spin sum rule is exact. Note, 

however, that with 3d spin–orbit coupling, the value of 〈Tz〉 is very large.

In the case of 3d8, the sum rules work relatively well. Spin–orbit coupling has 

little effect on the effective spin moment in the case of a 3A2 ground state. Both with 

and without 3d spin–orbit coupling, the sum rule predicts a spin moment of ~0.9, 

which is 0.1 too small. In the case of 3d7 Co2+, without spin–orbit coupling, the sum 

rule gives 1.25 instead of 1.5, an error of −15%. Interestingly, with 3d spin–orbit 
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coupling, the effective spin moment increases to 1.6, while the sum rule decreases 

to 1.2. It is noted that the experimental application of the sum rule in the case of 

Co impurities on platinum yields a 〈Sz〉 value of ~0.9 against the density functional 

theory (DFT) calculated value of ~1.1 (i.e. an error ~−20%) (Gambardella et al., 

2003). In the case of 3d6 Fe2+, things become worse and without 3d spin–orbit 

 coupling, a completely wrong moment is obtained out of the sum rule (i.e. 0.6 instead 

of 2.0). In the case of Mn2+, the 3d spin–orbit coupling has no infl uence, but the sum 

rule results are dramatically off again, yielding 1.7 instead of 2.5. In conclusion, 

it can be stated that it is only in the case of 3d8 systems that the effective spin sum 

rule can be  reliably used with errors of the order of 10%. In the case of 3d5 and 3d7 

 systems, 20–40% values were obtained that were too low, and in the case of 3d6 

 systems, the result depends strongly on the 3d spin–orbit coupling being quenched 

(which is typical in metals but not in oxides), and the sum rule gives values that 

can be either too low or too high. 

In Table E.2, calculations are shown for the low-spin 4d transition metal (TM) 

ions 4d5 Tc2+, 4d6 Ru2+, 4d7 Rh2+, 4d8 Pd2+, and 4d9 Ag2+, where much closer agree-

ment is found between the sum rule and the actual calculated spin-moment value for 

the ground state. In the case of the 4d-systems, we use a crystal fi eld splitting of 

3.5 eV, which creates low-spin ground states in all cases. A major difference between 

the 3d and 4d systems is that the 2p spin–orbit coupling is much larger so that there 

will be no issue to separate the L2 and L3 edges. Without 4d spin–orbit coupling, 

perfect agreement of the effective spin sum rule and the actual spin moments is 

obtained. The reason is that 〈 Tz 〉 is zero and there are no multiplet effects and no 4d 

spin–orbit coupling effects. The 4d spin–orbit coupling has essentially no effect on 

TABLE E.1
Spin and Orbital Moments for the Late 3d and 4d TM Ions 

−LS
〈Sz〉

+LS
〈Sz 〉

+LS
〈Seff 〉

+LS
〈Tz 〉

+LS
〈Lz 〉

3d5 [6A1] −2.50 −2.50 −2.50 <−0.01 <−0.01

3d6 [5T2] −2.00 −1.97 −1.69 0.08 −0.99

3d7 [4T1] −1.50 −1.44 −1.59 −0.04 −1.57

3d8 [3A2] −1.00 −0.99 −0.98 <0.01 −0.32

3d9 [2E] −0.50 −0.50 −1.38 <−0.78 −0.37

4d5 [2T1] −0.50 −0.19 0.01 0.06 −0.81

4d6 [1A1] 0 <−0.01 <−0.01 <−0.01 <−0.01

4d7 [2E] −0.50 −0.50 −0.50 <0.01 −0.08

4d8 [3A2] −1.00 −1.00 −0.99 <0.01 −0.21

4d9 [2E] −0.50 −0.50 −1.41 −0.91 −0.37

Note:  The high-spin 3d systems have been calculated for a cubic crystal fi eld of 1.0 eV; the low-

spin 4d systems for a crystal fi eld of 3.5 eV. The respective ground state symmetries are 

indicated in square brackets.
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the 4d6, 4d7, and 4d8 ground state, mainly because the t2g shell is fi lled. The 4d9 

ground state has strong selection rules similar to Cu2+. The 4d5 ground state has 

a partly-fi lled t2g shell and now 〈Tz 〉 is  signifi cantly different from zero and the 

ground state neither gives the spin moment nor the effective spin moment. Note 

that the 4d spin–orbit coupling is larger than the 3d spin–orbit coupling and is 

usually not quenched.

TABLE E.2
Effective Spin Moment Sum Rule is Checked for 4d Systems

−LS
〈Sz 〉

Theory
〈Seff 〉

Theory
〈Seff 〉

Sum Rule
〈Seff 〉
Error

4d5 −0.50 −0.50 −0.50 <0.1%

4d6 0 0 0 <0.1%

4d7 −0.50 −0.50 −0.50 <0.1%

4d8 −1.00 −1.00 −1.00 <0.1%

4d9 −0.50 −0.50 −0.50 0.0%

+LS
4d5 −0.19 0.01 −0.42 >100%

4d6 <−0.01 <−0.01 <−0.01 <0.1%

4d7 −0.50 −0.50 −0.50 <0.1%

4d8 −0.99 −0.99 −1.00 <0.1%

4d9 −0.50 −1.41 −1.41  0.0%

Note:  The theoretical values for 〈Sz〉 and 〈Seff 〉 are compared with the results of the sum 

rule without the inclusion of the 3d spin–orbit coupling (−LS, top) and with 3d 

spin–orbit coupling (+LS, bottom). The simulations have been performed for an 

octahedral system with a crystal fi eld value of 3.5 eV. The cases are given where 

the sum rule error is large.
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Appendix F
Calculations of XAS Spectra 
with Single Electron 
Excitation Models

Single electron excitation models assume that the x-ray absorption spectroscopy 

(XAS) spectrum can be calculated from the transition of a core state to an empty 

state, using the following simple equation for the Fermi Golden Rule: IXAS ∼ M2ρ. The 

XAS spectrum can be determined from the empty density of states (DOS) (ρ) multi-

plied by the one-electron transition matrix element (M). The actual calculation of ρ is, 

however, far from trivial. In principle, all electronic structure calculations can be used 

to determine the DOS related to this ground state. The dominating basic method for 

electronic structure determination is the density functional theory the (DFT). Within 

the DFT, a range of methods and codes are applied to the determination of the empty 

DOS and the XAS spectral shape. These methods can be grouped into:

 1. Real space multiple scattering methods.

 2. Real space wave function methods.

 3. Reciprocal space band structure methods.

From an electronic structure point-of-view, DFT is just the starting point and a 

large range of more precise methods has been developed. Some of them are also 

applied to x-ray absorption. 

F.1  DENSITY FUNCTIONAL THEORY WITH LOCAL 
DENSITY APPROXIMATION

DFT states that the ground state energy can be expressed as a function of the electron 

density. The practical implementation of this theorem in the local (spin) density 

approximation (LSDA) has allowed solid-state calculations based on this formalism. 

In principle, DFT only provides the total energy. However, the electronic structure in 

terms of the DOS, which, in turn, is used to analyze XAS spectra (Rehr and Albers, 

2000). In LSDA of DFT, the kinetic, nuclear, and Hartree potentials are taken into 

account with the exchange and correlation effects described by a combined poten-

tial. All potentials are local functions of the electron density and all complications 
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are collected in the exchange-correlation potential. For this, it is assumed that in a 

solid, its value is equal to that of a homogeneous electron gas for a particular density 

n. A range of alternative formulations are used for the exchange-correlation potential 

(Becke, 1993; Perdew et al., 1996). The electronic structure and properties of solids 

are described with a number of alternative realizations of LSDA. These methods 

vary with the use of plane waves [pseudo-potentials and augmented plane waves 

(APW)] or spherical waves [augmented spherical waves (ASW)]; the use of fi xed 

basis sets such as the linear combination of atomic orbitals (LCAO); the use of the 

electron-scattering formulation such as real space multiple scattering (MS) and the 

Koringa–Kohn–Rostoker (KKR) method; linearized versions such as linearized 

muffi n-tin orbitals (LMTO) and linearized APW (LAPW). For each of these 

 methods, in general, several computer codes exist. Some methods exist in versions 

for spin-polarized calculations, the inclusion of spin–orbit coupling, fully relativistic 

codes, full potentials, spin-moment, or direction-restricted calculations (Jones and 

Gunnarsson, 1990; Zeller 1992; Fulde, 1995).

Crucial aspects with respect to the simulation of XAS spectral shapes within 

DFT are:

 1. The accuracy of the potential (as defi ned within LSDA).

 2. The use of real space or reciprocal space calculations.

 3. The (partial) inclusion of the core hole potential.

 4. The calculation over a longer energy range covering the empty states.

 5. The inclusion of spin-polarization, spin–orbit coupling, and relativistic effects.

Beyond the LSDA approximation, the following aspects can be noted (they are 

further discussed below):

 1. The inclusion of orbital polarization.

 2. The inclusion of local correlations in LSDA + U.

 3. The inclusion of the self-interaction correction.

 4. The use of the GW approximation.

 5. The use of the Bethe–Salpeter equation (BSE).

We will now, in short, describe a number of popular methods with respect to the 

issues mentioned above. For a code to become popular, in addition to the aspects 

mentioned previously, it is as important that the method is relatively easy to use. 

Three codes dominate the single electron excitation simulation of x-ray absorption 

spectra: FEFF, Wien2K, and STOBE. FEFF is a real space multiple scattering code, 

Wien2K is a pseudo-potential band structure code and STOBE is a real space quan-

tum chemistry code. These codes are described below, and some similar codes as 

well as some many-body codes that are being developed are also mentioned.

F.2 FEFF AND OTHER MULTIPLE SCATTERING CODES

We describe FEFF as an example of a real space multiple scattering code. The FEFF 

programs are being developed in Seattle by John Rehr et al. (Rehr et al., 1991; 
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Rehr et al., 1992; Zabinsky et al., 1995, Ankudinov et al., 1998). For a detailed 

description of the codes, we refer the reader to their review papers. FEFF makes use 

of the standard quasiparticle model, using the (screened) core hole potential within 

the fi nal state rule and a parameterized energy-dependent self-energy.

FEFF is a very fl exible and easy-to-use code. The cluster around the absorbing 

atom is determined and the XAS spectrum calculated with a certain choice for the 

potential. The standard potential used is the Hedin–Lundqvist self-energy within 

LSDA, where the space within the cluster is divided using a muffi n-tin approach 

(i.e. touching spheres with a constant potential in the interstitial regions). Obviously, 

this is less accurate than full-potentials, as used in Wien2K. FEFF has proven to be 

accurate for essentially all XAS features starting at ~10 eV above the edge, where we 

note that most comparisons with experiment use XAS spectra with lifetime (and/or 

experimental) broadenings above 1 eV. In other words, FEFF is precise to this limit 

of 1 eV broadening. 

Due to the large multiplet effects, FEFF is not effective for the 3d metal L and M 

edges and the rare earth (RE) M and N edges. Due to large charge-transfer effects, 

the L edges of mixed-valence cerium systems also cannot be simulated from FEFF 

alone. An interesting set of spectra is provided by the K edges of the 3d transition 

metals. In general, these spectra can be simulated well with FEFF, starting from the 

edge energy and upwards. The pre-edge region presents more complications, fi rst 

due to the quadrupole nature of the 1s3d transitions, but recent high-resolution data 

has revealed the presence of two different sets of peaks due to the 3d-band. This 

needs some  additional simulation tools, in addition to normal FEFF (or other DFT) 

calculations.

An alternative multiple scattering code is the family of programs developed by 

Natoli et al. (Benfatto et al., 1987; Filipponi et al., 1991, 1995). This full multiple 

scattering code has been developed for over more than 20 years. As far as near edge 

XAS simulations are concerned, the code is now a full multiple scattering code 

 similar to FEFF. Important additions include the applications to x-ray magnetic 

 circular dichroism (XMCD) and the attempt to create a multi-channel multiple 

 scattering (Natoli et al., 1990). These multiple scattering codes are included in 

GNXAS, a multiple scattering program for extended x-ray absorption fi ne structure 

(EXAFS), and in MXAN, a full multiple scattering code that, in addition, is able to 

optimize the geometric structure from XAS analysis (Benfatto et al., 2003). 

F.3 WIEN2K AND OTHER BAND STRUCTURE CODES

Band structure calculations are performed in reciprocal space. Note that both multi-

ple scattering and band structure calculations are performed within the DFT, imply-

ing that they should yield the same answer if all approximations used are valid. The 

physical picture of band structure calculations is rather different from multiple scat-

tering. The XAS features in multiple scattering are seen as arising from the scatter-

ing of electrons in the potentials of the neighbors. In band structure calculations, 

they are seen as the product of the electronic structure due to long-range interactions 

into the electron waves that are pictured in the band structure (i.e. the energy of the 

waves in a particular point in reciprocal space). The conservation of momentum 
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effectively implies that the XAS spectrum identifi es with the integrated band struc-

ture, or in other words, the DOS of the system.

Wien2K is used as an example of a modern band structure code to describe 

XAS. Wien2K is mainly developed with respect to electron energy loss spectros-

copy (EELS) instead of XAS, but the differences between EELS and XAS are 

minor and essentially both relate to the empty DOS, as has been discussed in 

Chapter 2. Wien2K is based on the linearized-augmented-plane-wave (LAPW) 

description of the potential, which is one of the most accurate methods. Calculations 

of this type can be done for systems containing about 100 atoms per unit cell. The 

use of reciprocal space implies periodic boundary conditions, but a size of 100 

atoms allows for the calculation of surfaces, interfaces, and so on. 

A large range of other band structure codes has been used or is being used to 

interpret XAS spectral shapes. From the 1960s, DFT methods based on APW, 

localized muffi n-tin orbitals (LMTO), ASW, linearized-spherical-waves (LSW), 

and pseudo-potentials have been used. Historically, the TM oxides were calculated 

using APW by Mattheiss (1972a,b) and spin-polarized ASW by Terakura et al. 

(1984). Presently, Wien2K, as well as all modern spin-polarized band structure 

 calculations, all yield good results for the oxygen K edges of TM oxides. This will 

be further discussed in Chapter 4. We note that the lifetime broadening of the 

 oxygen K edge is 0.3 eV, so any code that is accurate to within 0.3 eV will be 

 suffi cient to  simulate the oxygen K edges. It is expected that for most TM oxides, 

the many-body effects on the oxygen K edge will be smaller than 0.3 eV, and hence 

not visible in the experiment. Band structure calculations are mainly performed to 

determine the geometric structure of systems. The calculation of the empty states is 

trivial close to the edge, but depending on the method used, at higher energies less 

accurate results are found. An elegant solution to this problem has been developed 

by Taillefumier et al. (2002), who have used a recursion method to determine the 

DOS over more than 100 eV above the edge.

F.4 STOBE AND OTHER MOLECULAR DFT CODES

STOBE and other molecular DFT codes use real space geometric structure input 

like multiple scattering codes, but their treatment of the electronic structure within 

DFT is more like band structure codes. Traditionally, these codes have been devel-

oped for molecules and they are excellent in the interpretation of molecular XAS 

spectra. For example, the analysis of a series of C6-ring compounds with STOBE 

yields very good agreement (Kolczewski et al., 2006). We note that molecules are 

usually less well described with multiple scattering codes due to the directional 

bonds. 

An example of a molecular DFT code is STOBE, which stands for STOckholm-

BErlin. With respect to XAS analysis, the advantage of STOBE over other molecular 

DFT codes is that STOBE contains all the routines needed for XAS analysis. STOBE 

is based on the linear combination of Gaussian type orbitals (GTOs), which is essen-

tially a linear combination of atomic orbitals (LCAO) method. STOBE can be applied 

to molecules and adsorbates, but also to solids, surfaces, and adsorbates. STOBE has 

been used, for example, to calculate the oxygen K edges of TM oxides (Kolczewski 
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and Hermann, 2005). Alternative molecular DFT codes include Amsterdam Density 

Functional (ADF), Gaussian and TurboMole. ADF is, for example, used in coordina-

tion compounds of 3d metals (DeBeer-George et al., 2005). Since these molecular 

DFT codes use very accurate potentials, essentially any molecular DFT program 

will yield a DOS that can be compared with XAS experiments, with the exception of 

edges that have charge transfer and/or multiplet effects such as the L edges of transi-

tion metals. The fi nite difference methods, as applied to XAS by Joly (2001), can 

also be considered as an accurate real space DFT approach. Though the calculation 

procedure is different, fi nite difference methods bear a close resemblance to the 

molecular DFT codes.

F.5 CALCULATIONS BEYOND LSDA

The calculation tools within LSDA (multiple scattering, band structure, and molecu-

lar DFT) provide, in general, good or excellent agreement with XAS experiments. 

This already indicates that, within the energy resolution of the experiments, effects 

that go beyond LSDA will be small. The exceptions are, of course, strong correla-

tions (charge transfer) and multiplet effects.

F.6 GW APPROACH

A well-defi ned model to describe electronic excitations is the GW approach in which 

the Green function (G) is calculated with a screened Coulomb interaction (W) and is 

used to calculate the excitation energies. The calculation requires a nonlocal, energy-

dependent self-energy operator. A GW calculation gives the density of quasi-particle 

states for the occupied states of the N − 1 system and the empty states of the N + 1 

system. Hence, it gives a direct description of (inverse) photoemission spectra. This 

is in contrast to LSDA calculations, which can be considered as GW calculations 

with a local, energy-independent self-energy operator, and thereby yielding an 

“N-particle DOS.” A GW calculation of NiO yields much improvement compared 

with LSDA, but photoemission satellites due to strong correlation effects are not 

found (Aryasetiawan and Gunnarsson, 1998). As far as the XAS spectra is con-

cerned, GW is expected to yield similar results to that of LSDA.

F.7 BETHE–SALPETER EQUATION APPROACH

Neutral excitations, including x-ray absorption spectra, can be described through 

the solution of the Bethe–Salpeter equation (BSE), which includes the interacting 

electron-hole pairs. In the case of all but strongly correlated systems, good agree-

ment between theory and experiment is achieved by using the BSE approach. 

Shirley (2004, 2005) used the BSE approach to couple a core state to a valence state 

and as such to calculate the core level spectrum of SrTiO3. In principle, the BSE 

calculation could include all local two-electron integrals (in other words, all multi-

plet effects). In practice, the BSE approach is not feasible yet for systems with 3d 

electrons in the ground state. However, in the future it could provide an ab initio 

route that includes multiplet effects. Charge-transfer effects would not be included 
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and they would probably need an approximation such as that used in LSDA + U 

calculations.

F.8 LSDA � U APPROACH

In LSDA + U calculations, the total energy functional is expressed as the LSDA 

energy corrected for U and the exchange parameter J (Anisimov et al., 1991; Anisimov 

and Gunnarsson, 1991). The potential is corrected for the deviations from the  average 

occupation. LSDA + U calculations improve the electronic structure and band gap 

description, but when applied to the analysis of XAS spectra, there does not seem 

to be much difference from normal LSDA calculations (McComb et al., 2003). 

A related approach is the inclusion of self-interaction corrections into LSDA 

calculations.
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Index

3j-symbol, 106, 317

5d metals, 271

6J-symbol, 106

A

α–γ transition, 353

Ab-initio multiplet calculations, 132, 133

Actinides, 282

AD, see Angular distribution

ADF program, 460

Adiabatic limit, 441

AES, see Auger electron spectroscopy

AM Theory, see Atomic multiplet theory

Angle resolved photoemission 

spectroscopy, 371

Angular dependence, 192

Angular dependent spectra, 447

Angular dependent XAS, 132

Angular distribution, 447

Angular momentum, 97

APECS, see Auger-photoemission coincidence 

spectroscopy

Appearance potential spectroscopy, 21

APS, see Appearance potential spectroscopy 

ARPES, see Angle resolved photoemission 

spectroscopy

Atomic multiplet theory, 95, 273, 291, 312, 409

Atomic orbitals, 95

Au/Co-nanocluster/Au system, 304

Auger decay, 12, 177

Auger electron spectroscopy, 18

Auger transition, 50, 180

Auger-photoemission coincidence 

spectroscopy, 21, 218

B

Band structure calculations, 459

Barkla notation, 12

Beamline, 35

Bethe–Salpeter equation, 458, 461

Binding energy, 13, 46, 146, 196, 225

BIS, see Bremsstrahlung isochromat 

spectroscopy 

Bloch state, 40

Bremsstrahlung isochromat 

spectroscopy, 17

Brightness, 34

BSE, see Bethe–Salpeter equation

C

CaF2, 412

Cascade Auger, 231

Ce compounds, 199, 206

Ce systems, 4 

CeAl2, 62

CeB6, 352, 353

CEE, see Constant emitted energy 

CeF3, 344, 360

CeF4, 70, 85

CeFe2, 324–326, 432

CeNi2, 66, 81

Central fi eld approximation, 96

CeO2, 67, 70, 82, 278–282, 348–350

CePd3, 66

CePd7, 201

CeRh3, 202, 207, 209

CeRu2, 187

Charge-transfer effect, 39, 40, 94, 145, 295 

Charge-transfer energy, 5, 136, 147, 184

Charge-transfer excitation, 367, 378, 380, 402

Charge-transfer insulator, 5, 145, 153, 184, 196

Charge transfer multiplet theory, 5, 93, 

133–135, 236, 410

Charge transfer satellite, 191, 418

Chiral TEM, 234

CI, see Confi guration interaction

CI channel (3s3d-3p3p), 162
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CIE, see Constant incident energy

Cini–Sawatzky method, 18

CIS, see Constant initial state

Clebsch–Gordan coeffi cients, 416

Co metal, 302, 435

CoBr2, 150

CoCl2, 150

Coeffi cients of fractional parentage, 108

CoF2, 71, 150

CoFe2O4, 437

Coherent second order process, 411

Comparison of XAS and XPS, 89

Confi guration–interaction, 132, 162

Constant emitted energy, 393

Constant incident energy, 394

Constant initial state, 203

Constant transferred energy, 394

CoO, 133, 150, 249, 255, 256, 388

Core hole, 11

Core hole lifetime, 12, 340

Core hole spin-orbit splitting, 14, 115 

Corner-sharing, 214

Correlation function, 45

Coulomb interaction, 5, 326

Coupling schemes, 98

Cr2O3, 155, 164, 238, 420

CrF2, 239

CrO2, 262, 297

Cross section, 30

Crystal fi eld effect, 412

Crystal fi eld excitation, 378

Crystal fi eld multiplet theory, see Ligand 

field multiplet theory

Crystal fi eld parameters, 119, 121

Crystal fi eld splitting, 123, 292

CTE, see Constant transferred energy

CTM theory, see Charge transfer multiplet theory

Cubic crystal fi eld, 119, 348

CuCl2, 148

CuF2, 71, 148

CuGeO3, 372, 378, 214

CuO, 148, 365

D

dd excitations, 383

Delayed onset, 255, 279

Density functional theory, 95

Density of states, 341

Depolarized geometry, 336, 337, 379, 416

Depth profi ling, 146

DFT, see Density functional theory

Dielectric response, 44

Differential cross section, 339

Differential orbital covalence, 243

Dipole approximation, 28

Dipole moment, 438

Dipole transition, 28, 191, 192, 228, 312, 377

Direct Coulomb repulsion, 105

DOS, see Density of states

Double crystal monochromator, 36

Dy(NO3)3, 358

Dy2O3, 175

DyF3, 347

E

ED, see Electric dipole

Edge-sharing, 214

EDX, see Energy dispersive x-ray emission

EELS, see Electron energy loss 

spectroscopy 

Effective charge transfer energy Δeff, 159

Effective Coulomb energy Ueff, 159

Effective spin moment Seff, 301

Electric dipole, see Dipole transition

Electric fi eld, 26

Electric quadrupole, see Quadrupole transition

Electron capture, 12, 408, 412

Electron energy loss spectroscopy, 12, 225, 

232, 265

Electron mean free path, 146

Electron optics, 146

Electron paramagnetic resonance, 125

Electron source, 37, 232

Electron yield, 231

Electron–electron interaction, 105

Electron–electron repulsion, 96

Electron–photon interaction, 338, 439

Elementary excitations, 342

Emitted energy ω, 393

Energy dispersive x-ray absorption, 229

Energy dispersive x-ray emission, 24

Energy transfer, 393
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Index 485

EPR, see Electron paramagnetic resonance

EQ, see Electric quadrupole

ES, see Excitation spectrum

EuCoO3, 391, 392

Exchange energy reduction factor, 322

Exchange interaction, 105, 237, 316, 322 

Exchange interaction (3p3d), 407

Exchange interaction (3s3d), 412

Exchange interaction (4f4f), 362

Exchange interaction (4f5d), 315, 322

Exchange-correlation potential, 458

Excitation energy, 393  

Excitation spectrum, 358

Expansion method, 63–65

Extreme conditions, 338, 426

F

Fano behaviour, see Fano lineshape

Fano effect, 347

Fano factor, 310, 311, 429

Fano line shape, 177, 204, 276

Fano resonance, see Fano lineshape

Fano-type profi les, see Fano lineshape

Fast collision approximation, 436, 438

Fe metal, 302

Fe(CN)6

3−
, 243

Fe(CN)6

4−
, 397

Fe(tacn)2, 243–246

Fe2O3, 155, 242, 255, 393, 395, 397

Fe2SiO4, 246, 395

Fe3O4, 329, 398

FeAl2O4, 395

FeF2, 71

FEFF program, 458, 459

FePO4, 395

Fermi distribution function, 48

Fermi edge singularity, 77

Fermi Golden rule, see Golden rule

f-f excitation, 344, 348

Field emission, 37

Finite difference method, 460

Fluctuating valence state, 62

Fluorescence spectroscopy, 337

Fluorescence yield, 229, 230, 345, 346

Friedel sum rule, 78

Fundamental spectra, 299, 447

Fundamental tensor theory, 447

FY, see Fluorescence yield

G

Generating function, 43, 44

Golden rule, 27, 94, 225, 457

Group theory, 116

GW approach, 458, 461

Gyromagnetic, 303, 304

H

Hard x-ray detectors, 338

Hard x-ray photoemission spectroscopy, 

145, 197, 199, 412

HAXPS, see Hard x-ray photoemission 

spectroscopy

Heavy fermion, 186, 351

Heisenberg uncertainty relation, 12

HERED, see High energy resolution electron 

detection

HERED-XAS, 191

HERFD, see High energy resolution 

fl uorescence detection

HERFD-XAS, 259, 363, 394, 395

Heterogeneous catalysis, 329, 333

High energy resolution electron detection, 191

High energy resolution fl uorescence 

detection, 259

High pressure, 388

High Tc cuprates, 363

High-spin, 122, 137

Hubbard correlation energy, 17

Hund’s rules, 107, 109, 110, 122, 273, 315

Hybridization, 322

Hysteresis curve, 330

I

IEE, see Integrated emission energy

IIE, see Integrated incident energy

Inelastic x-ray scattering, 336

In situ experiments, 234

In situ soft XAS, 388

Integrated emission energy, 395

Integrated incident energy, 395
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486 Index

Integrated transferred energy, 395

intermediate spin, 137, 245

Inverse photoemission spectroscopy, 17, 206

In vivo experiments, 234

Ion yield, 232

Ionization chamber, 229

Ionization energy, 25

IPES, see Inverse photoemission spectroscopy

Irreducible representation, 99, 111, 417

Irrep, see Irreducible representation

ITE, see Integrated transferred energy

IXS, see Inelastic x-ray scattering

J

Jahn–Teller distortion, 123, 125, 239

jj-coupling, 98

J-mixing, 348

K

K capture, see Electron capture

K edges, 255

Kondo gap, 7

Kondo resonance, 351, 354

Kondo temperature, 186

Koopmans’ theorem, 3

Kramers theorem, 297

Kramers–Heisenberg formula, 6, 335, 413

L

La metal, 56

La1−xSrxMnO3, 406

La2CuO4, 148, 197, 216, 264, 364, 373

La2O3, 86, 167, 277

La2−xSrxCuO4, 197, 216, 264

LaCoO3, 247, 389

LaF3, 86, 360

LaFeO3, 330

LaMnO3, 240, 299, 329, 405

LaPd3, 56, 86, 87

LaTiO3, 237

Lattice relaxation effect, 49

LDA, see Local density approximation 

LFM theory, see Ligand fi eld multiplet theory

LHB, see Lower Hubbard band

Li2CuO2, 372

LiCoO2, 247, 259, 391, 392

Lifetime broadening, 129

Lifetime broadening-term-dependent, 173, 426

Lifetime effect, 50

Ligand fi eld multiplet theory, 6, 115, 116, 

142, 236

Ligand K edge, 260 

Ligand–metal charge transfer, 141

LiMnO2, 240

Lithography, 37

LMCT, see Ligand metal charge transfer

Local density approximation, 95

Local spin selective, 424, 425, 429

Longitudinal geometry, 429

Lorentzian broadening, 228

Low-energy EELS, 233, 277

Low-spin, 122, 137

Lower Hubbard band, 371

LS-coupling, 98

LSDA + U, 458, 462

M

M1 edges, 255

Madelung potential, 396

Magic angle, 307

Magnetic anisotropy, 333, 334

Magnetic circular dichroism, 449

Magnetic circular dichroism in angular 

distribution, 449

Magnetic dipole moment, 305

Magnetic fi eld, 26, 289, 297

Magnetic fi eld vector B, 298

Magnetic linear dichroism, 449

Magnetic linear dichroism in angular 

distribution, 449

Magnetic multilayer, 330

Magnetic nanoparticles, 333

Magnetic oxides, 329

Magnetic-dipole coupling, 301

Many-body effect, 39, 40, 351

MCD, see Magnetic circular dichroism

MCDAD, see Magnetic circular dichroism 

in angular distribution 
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Index 487

MCD-RXES, 429, 431

MCD-RXES diagonal term, 432

MCD-RXES interference term, 432

MCD-RXES sum rule, 436

Mean free path, 40

MEE, see Multi-electron excitation

Metal–ligand charge transfer, 141

Metal-insulator transition, 153

Minerals, 329

Mixed spin, 240, 241, 245, 249

Mixed valence state, 4, 5, 62, 67, 352

Mixing of dipole and quadrupole, 311

MLCT, see Metal ligand charge transfer

MLD, see Magnetic linear dichroism

MLDAD, see Magnetic linear dichroism 

in angular distribution

Mn2O3, 155

MnF2, 71, 152, 424

MnO, 133, 152, 218, 241, 256, 398

MnO2, 262

Molecular magnet, 333

Monochromator, 35

Mott–Hubbard insulator, 5, 145, 152, 184, 196

Multi-electron excitation, 328

Multi-metal-sites effect, 418

Multiple scattering, 459

Multiple scattering-multi channel, 459

Multiplet effect, 93, 94, 111

MXAN program, 459

N

N4,5 edge, 278, 279

Na metal, 56

NAES, see Normal Auger electron spectroscopy

NaV2O6, 422

Nd2CuO4, 197, 216, 367, 373

Nd2−xCexCuO4, 197, 216

NDE, see Near degeneracy effect

Near degeneracy effect, 414

Negative charge transfer energy, 252

NiBr2, 150, 407, 408

NiCl2, 150

NiF2, 71, 150, 408

NiFe2O4, 435

NiO, 89, 150, 185, 212, 251, 408

Nonlocal dipole transition, 391

Non-local effects, 368

Nonlocal screening, 145, 212, 214

Normal Auger decay, 181

Normal Auger electron spectroscopy, 188

Normal x-ray emission spectroscopy, 2, 335, 

341, 381, 382, 411

NXES, see Normal x-ray emission spectroscopy

O

Octahedral symmetry, 117, 118

Octupole moment, 438

Off-site 3d state, 192, 195, 375, 392 

Orbital angular momentum, 14

Orbital moment, 453

Orbital ordering, 299, 405

Orbital polarization, 122, 458

Orientation dependence (of XMCD), 298

Orientation dependence (of XMLD), 298

Orthogonality catastrophe, 3, 39, 48, 52

Oscillator strength, 30

Oxygen 1s2p RXES, 363, 377, 379

Oxygen K edge, 260, 264

P

π-bonding, 243

Pair excitation, 369

Partial electron yield, 231, 232

Partial fl uorescence yield, 230, 354, 363, 394

Participator channel, 20

Pauli exclusion principle, 99, 100, 110

Pauli principle, see Pauli exclusion principle

Pd L edge, 270

PEEM, see Photoemission electron microscopy

Penetration depth, 31

PES, see Photoemission spectroscopy

PFY, see Partial fl uorescence yield

Phase cancellation, 416

Photoelectric effect, 11, 25

Photoemission electron microscopy, 233, 330

Photoemission spectroscopy, 17

Photo-induced covalency, 74

Pinholes, 229

PIXE, see Proton induced x-ray emission
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488 Index

Plasma sources, 37

Plasmon, 48, 49

Plasmon satellite, 49, 52, 56

Polarized geometry, 336, 337, 379, 416

Poorly screened state, 4, 39, 61–63, 141

Pr2O3, 170

Pre-edge, 255–259, 281, 282

Pre-edge center-of-gravity, 395

Pre-edge integrated intensity, 395

PrNiO3, 249

PrO2, 348, 350

Proton induced x-ray emission, 12

Q

Quadrupole moment Qzz, 301

Quadrupole transition, 29, 118, 257–259, 311, 319

R

R2Fe14B, 319–324

Racah parameters, 108, 120

Radiative transition, 51

RAES, see Resonant Auger electron 

spectroscopy

RAES (1s2p2p), 193

RAES (2p3s3s), 188

Raman shift, 335

Rapid modulation limit, 47

Rare earth elements, 1, 4, 165, 176, 319, 360

RE elements, see Rare earth elements

RE2O3, 165–175

Reduction factor Rc, 350

REELS, see Resonant electron energy loss 

spectroscopy 

Resonant Auger electron spectroscopy, 21, 188

Resonant electron energy loss spectroscopy, 21

Resonant HAXPS, 202

Resonant inelastic x-ray scattering, 7, 22

Resonant inverse photoemission spectroscopy, 

21, 205, 206

Resonant photoemission spectroscopy, 

19, 176, 180

Resonant x-ray emission spectroscopy, 2, 335

Resonant x-ray photoemission spectroscopy, 20

Resonant x-ray Raman spectroscopy, 22

RHAXPS, see Resonant HAXPS 

RHAXPS (2p5d), 203

RIPES, see Resonant inverse photoemission 

spectroscopy

RIPES (4d), 209

RIXS, see Resonant inelastic x-ray scattering

RPES, see Resonant photoemission spectroscopy

RPES (3d4f), 185, 187

RPES (3p), 185

RPES (4d4f), 185, 187

Ru L edge, 269

RXES, see Resonant x-ray emission spectroscopy

RXES (1s2p), 363, 374, 389, 393

RXES (1s3d EQ), 374

RXES (1s4p), 363, 367, 371, 387, 405, 406

RXES (2p3d), 335, 357, 380, 385, 398, 415

RXES (2p3s), 389, 412

RXES (2p4f EQ), 362

RXES (3d4f), 344, 345, 349

RXES (3p3d), 365

RXES (4d4f), 347

RXES 2D image, 361

RXPS, see Resonant x-ray photoemission 

spectroscopy

RXRS, see Resonant x-ray Raman spectroscopy

S

Satellites, 139, 141

Scaling factor, 138

Scanning transmission electron microscopy, 233

Scanning transmission x-ray microscopy, 233

ScBr3, 420

ScCl3, 420

ScF3, 420

s-CK decay, see Super Coster–Kronig decay

Secondary Auger, 231

Selection rules, 29, 273

Selective XAS, 230

Self-absorption effects, 230

Self-energy correction, 60

Seniority number, 101

Shake-up satellite, 50, 329

SIAM, see Single impurity Anderson model
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Index 489

Single electron excitation models, 457

Single impurity Anderson model, 4, 57, 135, 

324, 343, 367

Slater parameters, see Slater–Condon parameters

Slater–Condon parameters, 105–108, 113, 

121, 131, 275

Slow modulation limit, 47

Sm2Fe14B, 322–324

Soft x-ray detectors, 338 

SP-CD, see Spin-polarized circular dichroism

Spectator channel, 20

Spectral function, 45

Spherical tensor, 431

Spin angular momentum, see Spin momentum

Spin momentum, 97

Spin sum rule, 301

Spin-fl ip transitions, 386

Spin–orbit coupling, 14, 96, 111, 237, 289, 412

Spin–orbit interaction, see Spin-orbit coupling, 

Spin-polarized circular dichroism, 221

Spin-polarized XAS, 311

Spin-polarized XPS, 221

Spin-quadrupole coupling, 301

Spin-quadrupole moment, 453

Sr2CuO2Cl2, 365 

Sr2CuO3, 213

SrCoO3, 244

SrCuO2, 371, 372

SrTiO3, 130

STEM, see Scanning transmission electron 

microscopy

STOBE program, 459

Stoner exchange splitting, 122

STXM, see Scanning transmission x-ray 

microscopy

Sudden approximation, 40, 441

Sum rule, 6, 288, 299

Sum rule derivation, 451

Sum rule limitations, 308

Sum rule test, 302, 453

Super Coster–Kronig decay, 173

Super-exchange interaction, 251

Superparamagnetism, 305, 307, 333

Synchrotron, 34, 338

Synchrotron radiation source, see Synchrotron

T

Tanabe–Sugano diagram, 120

Tanabe–Sugano diagram (fi nal state), 138

Tanabe–Sugano diagram (two confi guration), 137

Tb3Fe5O12, 314

TEM, see Transmission electron microscope

Tensor description, 223

Term symbols, 96, 100, 111, 235

TEY, see Total electron yield

Thickness effect, 229

Thomson scattering, 340

Three confi guration ground state, 142

Three-step-model, 146

Ti2O3, 155

TiF3, 420

Time-resolved XAS, 234, 268

TiO2, 155, 191, 260, 412, 415, 417

TM compounds, see Transition metal compounds

Total angular momentum, 14, 97

Total electron yield, see Electron yield

Transition matrix, 457

Transition metal compounds, 5, 15, 71, 146, 180, 

212, 259, 309, 405, 412

Transition probability, 29, 30

Transmission electron microscope, 232

Transmission experiment, 229

Transverse geometry, 429, 435

Two-hole bound state, 180

U

UHB, see Upper Hubbard band

UHB-ZRB pair excitation, 378, 380

Universal curve, 42

Upper Hubbard band, 369, 371, 216

V

V2O3, 198, 238, 422

Valence electron states, 1, 3, 6, 40, 42

Valence fl uctuation, 186

Valence photoemission spectroscopy, 16, 176

Vector potential, 26, 339

VES, see Valence electron states
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490 Index

VF3, 420

VO2, 237, 262, 422

VPES, see Valence photoemission spectroscopy

VPES, 183, 217

W

Well-screened state, 4, 39, 61, 141

Wien fi lter, 37

WIEN2K program, 459

Wigner 3j symbol, see 3j Symbol

Wigner coeffi cient, 317

Wigner–Eckart theorem, 29, 105

Work function, 3, 25

X

XAS, see X-ray absorption spectroscopy

XAS (3d), 82

XELS, see X-ray energy loss spectroscopy

XEOL, see X-ray excited optical luminescence

XES, see X-ray emission spectroscopy

XES-alignment, 427

XES-normalization, 427

XES (1s3p), 406

XMCD, see X-ray magnetic circular dichroism

XMCD of K edges, 310

XMCD temperature effect, 313

XMCD time resolved, 330

XMLD, see X-ray magnetic linear dichroism

XMXD, see X-ray magnetochiral dichroism

XNCD, see X-ray natural circular dichroism

XPS, see X-ray photoemission spectroscopy

XPS (1s), 412

XPS (2p), 146

XPS (3d), 166

XPS (3p), 164

XPS (3s), 160

XPS (4d), 170, 172, 175, 200

X-ray absorption edge, 102, 415

X-ray absorption spectroscopy, 2, 225

X-ray anode, 36

X-ray attenuation length, 32

X-ray diffraction, 25

X-ray elastic scattering, 25

X-ray emission spectroscopy, 2

X-ray energy loss spectroscopy, 265, 336

X-ray excited optical luminescence, 12, 231

X-ray laser, 34

X-ray magnetic circular dichroism, 6, 287, 429

X-ray magnetic linear dichroism, 287, 297

X-ray magnetochiral dichroism, 312

X-ray natural circular dichroism, 311, 312

X-ray optical activity, 311

X-ray penetration depth, 231

X-ray photoemission spectroscopy, 2, 145

X-ray Raman scattering, see X-ray Raman 

spectroscopy

X-ray Raman spectroscopy, 11, 33, 264

X-ray resonant scattering, 299

X-ray source, 34

X-ray spectromicroscopy, 233

X-ray tube, 34

XRD, see X-ray diffraction

XRS, see X-ray Raman spectroscopy

Y

Yb2O3, 176

YbAgCu4, 354

YbInCu4, 356

YbAl3, 205

Z

Zaanen–Sawatzky–Allen diagram, 152, 153

Zeeman interaction, 289

Zero fi eld splitting, 125, 334

Zhang–Rice band, 371

Zhang–Rice singlet, 214, 217, 368, 369, 377

ZnF2, 71

ZRB, see Zhang–Rice band
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